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Preface

The idea of writing my notes this particular way came from attending the classes my

third year of my BSc course in Physics, especially Meccanica Quantistica e Statistica with

Prof.Presilla and Struttura della Materia with Prof.Postorino. Both these beautiful subjects

were explained flawlessly during the lectures, but with a huge problem: there are way too

many books from where to get your really needed study, and most aren’t really books I’d

say I like, they’re either too long, don’t dwelve with enough precision on important topics

and most, unfortunately, get lost in a sea of words that just messes with the mind of the

reader and helps to make such a beautiful subject even harder than it already is. The reader

I’m talking about is obviously me, and my lazy mind thought that it would be better to

write this set of notes using the power of typesetting with LATEX2ε finally creating a “huge”
collection of notes, enlarged using various books I found really helpful in my time passed by

studying.

These notes are, obviously, only a student’s notes, and might have errors, phrases or whole

paragraphs that make no sense and stains of coffee on some equations1. I hope that these

“little” problems won’t hurt the reader but rather encourage him to write a detailed mail to

me at this address cheri.1686219@studenti.uniroma1.it, so that I can actually fix the error

and send out a new, updated, version.

I’d like to thank AISF Local Committee Roma Sapienza and everyone that contributed even

with a simple “thanks” or a “keep going”. One day when I’ll be rich I’ll pay you back with

a coffee and a hug, thank you.

Rome, November 3, 2023

Sincerely yours, Matteo Cheri

1
I absolutely don’t, and won’t, take responsibility for any explicitly and voluntarily malicious error present in these notes

1

mailto:cheri.1686219@studenti.uniroma1.it
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Part I

Quantum Mechanics

3





1 The Failure of Classical Physics

The failure of classical physics starts in the first years of the 1900s, when the first experi-

mental measurements on the world of the very small begun. The first discrepancies found,

after Planck’s quantization of energy “trick” for avoiding the UV catastrophe, were in the

experimental results given from the measurements of the wavelength of the emission of

Hydrogen, Bremsstrahlung radiation and the famous photoelectric effect.

The first approaches for a correct theoretical modelization of a Hydrogen atom were put

forward by Thomson, where the atom itself is considered as a charged sphere, in which

there are inside positive and negative charges.

For Hydrogen we will have a sphere of radius a with charge |q| = e = 1.6 · 10−19 C. Using
Gauss’ theorem, we know that the flux of the electric field E will be given by the following
piecewise function

ΦE(r) =

4πe
r3

a3
0 ≤ r ≤ a

4πe r ≥ a
(1.1a)

Since we are in a spherically simmetrical system, the flux of the E field will simply be
4πr2E(r), and our E field will be

E(r) =


er

a
r̂ 0 ≤ r ≤ a

e

r2
r̂ r ≤ a

(1.1b)

Since E is conservative, we can define a scalar potential φ such that ∇φ = E. This function
is easily determined by the solution of a 1st order ODE

dφ

dr
=

−
er

a3
0 ≤ r ≤ a

− e

r2
r ≥ a

lim
r→∞

(φ(r)) = 0

(1.2a)

The ODE is a separable differential equation with the following solution

φ(r) =


3e

2a
− er2

2a3
0 ≤ r ≤ a

−e
2

r
r ≥ a

(1.2b)
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Since the total charge of the system is q = −e, and the potential energy of the system will
be given from the scalar potential times the total charge, we have that V (r) = −eφ(r).
Since the ionization energy is defined as EI = V (0), we get for Hydrogen,

EI = −3e2

2a
≈ −13.6 eV

For evaluating the emission frequency of this system, we write the Hamiltonian for a

harmonic oscillator with the mass of an electron, me, coupled to a Hamiltonian with the

potential V (r).
The Hamiltonian will then be defined piecewise as such

H(p, r) =


p2

2me
+

1

2
meω

2r2

p2

2me
+
e2r2

2a3

(1.3)

Solving the system for ω we get

ω =

√
e2

mea3

Plugging the measured values of the electron mass and the radius of the charged sphere,

we get a frequency ν ≈ 1.2 · 1015 Hz and a corresponding wavelength of λ ≈ 3 · 103 .
Although the values obtained from this classical model of the atom core are consistent, the

whole idea has been disproven by Geiger and Madsen, whom have demonstrated that if a

Gold sheet is irradiated with α particles, most of them will pass through without scattering,
some get sligthly deflected after interacting with the Gold atoms and another part gets

deflected with angles that are completely incompatible with Thomson’s model.

A different model which explains the Geiger-Madsen experiment is the Rutherford model

of the atom, where the system is evaluated as two opposed charges, the nucleus positively

charged, and the orbiting electrons with negative charge.

The total energy of the Rutherford atom can be calculated using the classical Virial theorem,

which gives

E =
1

2
mev

2 − e2

a
= − e

2

2a
(1.4)

Forcing in the measured valued for EI , we get for Hydrogen a ≈ 0.5 and λ ≈ 455 .
Although these values are consistent with observations, the model isn’t physically accurate,

since the electrons in these orbits have a nonzero acceleration, which brings them to emit

sincrotron radiation and consequently lose angular momentum, falling towards the nucleus.

If one explicits all the values in game with such system, will get that a random atom will

have a mean life of 10−8 s, which is completely in contrast with observation, since atoms
exist, and didn’t get annihilated 10−8 s after their formation in the early universe.
The final blow to this huge crisis in classical physics has been given by Einstein and his

discovery of the photoelectric effect, where it’s shown that, if a metal is irradiated from a

source with an energy E > W , withW a work function, there is an emission of electrons
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linearly proportional to the frequency of the radiation, with coupling constant being exactly

Planck’s constant, h = 6.6 · 10−34 Js. The inverted experiment gives instead a “stopping
radiation”, Bremsstrahlung in German, where at given frequencies the blackbody radiation

of the source gets “stopped”. This kind of behavior is not explainable with classical physics,

which gave rise to the formulation of quantum mechanics.

The photoelectric effect, with its astonishing results, gave rise to the idea that radiation is

quantized, hence it behaves as a particle, and at the same time, due to the certainity behind

classical optics, it has the behavior of a wave.

§ 1.1 Old Quantum Mechanics

After the discovery of Bremsstrahlung and the photoelectric effect, there has been an

attempt to formalize this new mechanics of quanta by Bohr, through 3 hypotheses

Hypothesis 1 (Bound States). For any atom, only states with discrete energiesEn are allowed,

where En is a monotonically increasing succession of values, called Energy Levels. The set of

these discrete states is called the set of Bound States, the minimum value of this succession

is E0 and is commonly referred to as Ground State.

Hypothesis 2 (Transition Between Levels). When the system is in a bound state radiates only

in transitions between levels.

Taking a level En and a level Em where m > n, the frequency of the radiation is

νnm =
|Em − En|

h

Where h is Planck’s Constant.

Corollary 1.1.1 (Ritz Combination Principle). The emission spectrum of an atom, with

this hypothesis, is then given by evaluating all the energy differences of the absorption

spectrum’s difference, hence

|ν0n − ν0m| =
∣∣∣∣En − E0

h
− Em − E0

h

∣∣∣∣ = |En − Em|
h

= νnm

Hypothesis 3 (Bohr-Sommerfield Quantization). Defining ~ as h/2π as the reduced Planck
Constant, we get that the only permitted orbits are those where L ∝ n~.
For an orbit γ then holds that

L =

˛
γ
p dq = n~

For a circular orbit, L = µvr, hence µvr = n~

For an Hydrogen atom we then get the following results.

Considering that the system is virialized, we can write the energy as such

E =
1

2
V = −Ze

2

2r
(1.5a)
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The third Bohr hypothesis requires that µvr = n~, with µ being the reduced mass of the
system nucleus-electron.

Squaring the previous relation and inserting it in the expression of energy, we get

1

2
µv2 =

n2~2

2µr2
=
Ze2

2r
(1.5b)

From this we get that the only possible orbits are at a radius rn, where

rn =
n2~2

µZe2
=
n2meaB
Zµ

With aB = ~2/mee
2 a constant with dimensions of length, called Bohr radius.

Inserting what we have just derived in (1.5a) we get the succession of quantized levels of

energy, with the following relation

En = −Z
2e2me

2aBn2
(1.5c)

Inserting Z = 1 for restricting these levels to hydrogen, we get, with the approximation
µ ≈ me that

rn = n2aB

aB =
~2

mee2
= 0.53

En = − e2

2aBn2

(1.6)

The values obtained are in accord with experimental results, but the new “theory” of

quantum mechanics had yet to be formalized with a set of fundamental principles.

§ 1.2 Wave-Particle Duality

The photoelectric effect, as said before, gave rise to the discovery of the particle-like behavior

of light. L. de Broglie, put forward the following problem:

Taking as true the wave like behavior of the electromagnetic radiation, and at the same time

taking as true the particle behavior of the same, there must be a particular wavelength for

any particle, for which can be then defined a matter wave, which has the same ondulatory

behavior of classical waves, while still having all the properties of matter.

Taking as an Ansatz the Bohr-Sommerfield quantization hypothesis, we get that

pL = nh

Dividing by p we finally get that

L = n
h

p

Since for a photon λ = h/p, we get the following hypothesis
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Hypothesis 4 (de Broglie Hypothesis). A wave is associated with each particle, and its

wavelength is given by the relation λ = h/p. All the allowed orbits are those which contain
an integer number of wavelengths.

We can then define the de Broglie wavelength of matter as such:

Since p =
√
2mE, we get

λDB =
h√
2mE

(1.7)

If preferred, defining a “reduced” de Broglie wavelenght as ň = λDB/2π, we get, in terms
of ~

ň =
~√
2mE

§ 1.3 Experimental Verifications of Quantum Mechanics

§§ 1.3.1 Double Slit Experiment and Quantum Measurement

In order to verify de Broglie’s hypothesis of matter waves, many experiments were carried

on, but the one that is really worth of notice is the double slit experiment.

Let a beam of monochromatic light hit a completely opaque screen, on which there are

two parallel slits. Due to the wave nature of electromagnetic radiation, the light passing

through the two waves interferes with itself, and if a detector is put on front of such

screen, a diffraction pattern can be observed and measured, as expected from classical

electromagnetism and optics. In terms of photons, this diffraction pattern indicates where

more photons hit the detector and where less did, and the diffraction can be seen as mere

interaction with photons that got through different slits.

The real hassle comes when the same experiment is repeated without a continuous beam

of light, but with a single photon. In this case an interference pattern «can’t» be explained

with interacting photons, as there is a single photon in the whole system.

According to the corpuscular model, the photon must pass through one single slit, but the

interference pattern wouldn’t be observed in this case, giving a further confirmation of the

wave-particle duality.

Getting back again to the first case, we can also try to interpret the interference pattern as

a sum of the interference patterns of the photons passing only through one of the two slits.

Introducing the idea of state, we can identify with |A〉 , |B〉 the diffraction patterns of the
photons passing through a single slit, and with |C〉 the interference pattern identified in
the doble slit experiment.

It’s easy to see that the final state isn’t exactly a sum of the first two.

Leaving the world of classical physics, we can interpret the final state |C〉 as being a “mixture”
of the state |A〉 and |B〉. taking a, b constants, then we can write that

|C〉 = a |A〉+ b |B〉
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This result has no similar results in classical physics, since, if evaluated for a single photon, it

explicitly indicates that the photon is passing through both slits at the same time!

A similar experiment uses a Mach-Zehnder interferometer, where a beam of neutrons gets

shot through two different paths, where at the end of both a detector is carefully placed.

The result for a single neutron experiment are basically the same of the double slit experiment,

because it is measured that the single neutron passes through both paths, and gets then

measured from both detectors.

Modifying the experiment, and putting a detector on both slits, removes this indecision on

which slit the particle went through (or path in the interferometer), and would let a detailed

description of the construction of the interference pattern to be brought up from data.

What is observed though is extremely different from what is expected, in fact, measuring

from which slit the particle goes through completely destroys the interference pattern, and

what is measured is a corpuscular behavior of the particles.

This result, tells us that measuring a state, changes it. In fact, it changes the state in such a

way that we can either have an interference pattern of a wave-like behavior or a particle-like

behavior.

In fact, wave-particle duality still holds, but now gets a whole different meaning: particles

aren’t waves nor corpuscules, but both at the same time. This affirmation has no meaning

whatsoever in the classical world that we perceive, and it’s the key factor in making quantum

mechanics not understandable with physical intuition.

Although not humanly understandable, quantum mechanics can be formalized in a full

fledged physical theory with a formal mathematical background, which lets us “understand”

quantum mechanics through mathematics. In fact, we can grasp the mathematics of it,

even without grasping the physical reality behind it.



2 The Fundamentals

§ 2.1 Dirac Notation

In order to fully grasp this and the future chapters is useful to really know how Dirac notation

works in a mathematical framework. In Dirac notation, a vector of a complex Hilbert space

H is indicated with the following notation: |·〉, called a ket, where in place of the dot there is
usually a label or an index. Hence, if we have a vector a ∈ H, this vector can be indicated as
|a〉 ∈ H. Defining the dual space of H as the space of all linear functionals, i.e. all elements
b ∈ H? such that b · a = λ ∈ C, we define such vectors (or covectors) with the notation 〈b|,
called bra. With this notation, the scalar product simply becomes 〈b|a〉 = λ. It’s also useful
to remember that there exist an isomophism ι : H→ H?, where it is defined as follows

ι(a) = aT = aT ∈ H? ∀a ∈ H

In Dirac notation, we will then have the following

ι(|a〉) = |a〉T = |a〉T = 〈a| ∀ |a〉 ∈ H

§§ 2.1.1 Generalized Vectors and Tensors in Dirac Notation

Generalizing to tensor spaces, we get the following notation equivalences in the case of

rank 2 tensors.

Let Tij , G
j
i ,H

ij be tensors in the spaces, respectively H? ⊗H?,H? ⊗H,H⊗H
In Dirac notation, since they represent the direct product of two vectors (or covectors), they

can be indicated as such

Tij −→ 〈i| ⊗ 〈j| = 〈i| 〈j| = 〈ij|
Gi

j −→ |i〉 ⊗ 〈j| = |i〉 〈j|
H ij −→ |i〉 ⊗ |j〉 = |i〉 |j〉 = |ij〉

(2.1)

Remembering that the isomorphism between the space and its dual is given by a trasposition

and a complex conjugation, we have that the operation of index raising and index lowering

11
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(also known as musical isomorphisms), in Dirac notation will be indicated as follows:

T ij = T Tij = Tji −→ |i〉 |j〉 = 〈j| 〈i| (2.2)

This is especially useful when treating the contraction of all indexes of a tensor.

LetRij = aibj and S
ij = cidj . The productRijS

ij will then be, using the Einstein convention

for repeated indexes and the rules defined before for raising and lowering indexes,

RijS
ij = aibjc

idj = bjaicidj → 〈b| 〈a|c〉 |d〉 = 〈a|c〉 〈b|d〉 (2.3)

Since a tensor product of two vector spaces is a vector space itself, it’s common to directly

use superindexes or labels in the labels of the kets and bras, such that a tensor |ij〉 = |I〉,
where I is the chosen label. It’s not hard to then generalize the notation to rank-n tensors.
There is only one exception, irreducible tensors. Since they can’t be factorized as the direct

product of two vectors, they’re usually directly indicated with a simple label as before.

§§ 2.1.2 Function Spaces and Linear Operators

Since quantum mechanics can be also represented with elements of function spaces, Dirac

notation can be extended to indicate even functions and operators.

Let F be a function space, and let ψ ∈ F be an element of such.
We can write the function ψ(x) : C→ R as the projection of the element of F to the field
of complex numbers C. In Dirac notation this becomes

ψ(x)↔ 〈x|ψ〉 (2.4)

An operator, is a linear endomorphism of H. If we have an operator η̂ bounded, and an
operator σ̂ unbounded, their definition spaces will be the following

η̂ : H→ H
σ̂ : D ⊂ H→ D ⊂ H

(2.5)

Since they’re linear, if we define a new operator ι̂i, where ι̂1 = η̂ and ι̂2 = σ, we have, that
∀α, β ∈ C and ∀ |A〉 , |B〉 ∈ D, (∈ H if we’re considering a bounded operator)

ι̂i (α |A〉+ β |B〉) = αι̂i |A〉+ βι̂i |B〉 (2.6)

Let’s now define an operator R̂ such that R̂ψ(x) = eiπψ(x). In Dirac notation it’s simply
R̂ |ψ〉 = eiπ |ψ〉, nothing changes much.
Although, since operators acting on functions can be seen as tensors (or matrices) acting

on vectors, we can write the (infinite) matrix representation of such objects, as such:

Let ei, ej be two basis elements of F . We then will have the following relation, if the scalar
product is indicated as 〈·, ·〉

Rij = 〈ei, R̂ej〉
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In Dirac notation, its formulation it’s similar in shape, and it’s written as such

Rij = 〈i| R̂ |j〉

If now we define the adjoint operation (indicated with (†) as the composition of complex
conjugation and transposition (�† = � ◦�T), we have

R†
ij = 〈ei, R̂ej〉

† = 〈ejR̂†, ei〉

Without writing the equivalent operation in Dirac notation, and just confronting how the

adjoint operator works, we get immediately get how it will behave with kets and bras. The

operator will act on the right, and its adjoint on the left.

Let |a〉 be an eigenvector (or eigenket) of R̂, with eigenvalue α. We then can express the
fact that the operator acts on the right, and its adjoint on the left using R̂’s secular equation

R̂ |a〉 = α |a〉
〈a| R̂† = 〈a|α

But since applying the double adjoint means applying the identity transformation, we get

that [(
R̂ |a〉

)†]†
=
(
〈a| R̂†

)†
= (〈a|α)† = α |a〉 = R̂ |a〉

Hence, an adjoint of an operator acts on the left, and the adjoint of the adjoint operator is

the operator itself, and if a ket is a solution to the secular equation, its equivalent bra will

be the solution to the adjoint secular equation.

Let’s remember that in general, R̂† 6= R̂, hence generally R̂ |A〉 6= 〈A| R̂

§ 2.2 Axioms of Quantum Mechanics

The first postulate of quantum mechanics used to formalize mathematically its structure is

the superposition principle

Postulate 1 (Superposition Principle). The state of a quantum system is a vector of a separable

Hilbert space (H), and if two different vectors are proportional to eachother, they represent
the same state. This space must be endowed with a Hermitian scalar product and its

dimension is usually infinite.

Since this Hilbert space is a linear vector space, it’s algebraically closed, which means

that, for two different states |a〉 and |b〉, with α ∈ C, we have

α (|a〉+ |b〉) = α |a〉+ α |b〉 = |c〉 ∈ H (2.7)

Postulate 2 (Observables). Every quantity that can be observed, hence measured, is called

observable, and it’s mathematically represented by a self-adjoint operator.

The eigenvalues of this operator are the possible results of the measurement.
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With such definition, the eigenvectors of the self-adjoint operator will be all the states

invariant to the action of the operator.

If to every eigenvalue of the observable corresponds one and only one eigenvector, the

observable is said to be nondegenerate.

Postulate 3 (Postulate of von Neumann). If a measurement of an observable α̂ on a state
|a〉 gives a degenerate eigenvalue α, the eigenstate of the observable will then be given by
the projection of |a〉 onto the eigenspace of α̂, corresponding to the subspace generated
by all vectors that satisfy the equation

α̂ |ri〉 = α |ri〉

The searched state will then be

|s〉 =
∑
i

pi |ri〉

Postulate 4 (Transition Probabilities). Let β̂ be an observable, hence β̂ = β̂†. Consider now
a state |d〉. If β̂ |d〉 = p |f〉, we can define the probability of the transition |d〉 → |f〉 as
follows:

P (|d〉 → |f〉) = |〈f |d〉|2

〈d|d〉 〈f |f〉
≤ 1

There are two main cases for the study of transition probabilities, one for nondegenerate

states and one for degenerate states. Since the case for nondegenerate states is a particular

case of the degenerate case, we can study directly the latter.

Let Ŝ be a degenerate observable. For a state |A〉 (with 〈A|A〉 = 1), we will then have, after
a projection to an orthonormal basis of eigenstates |si〉, as indicated in the von Neumann
postulate

|A〉 =
∑
i

ai |si〉

Let’s define a state Ŝ |A〉 = |k〉 =
∑

i ai |si〉 The problem is straightforward. What’s the
transition probability from a state |A〉 to a state |si〉 (with i fixed)?
From the last postulate we can write

pi = P (|A〉 → |k〉) = |〈k|A〉|
2

〈k|k〉

Due to the orthonormality of |si〉 (〈si|sj〉 = δij ) we will have

pi =
∑
i

|ai|2

Which is a direct consequence of von Neumann’s postulate.

Hence, in order to treat a general state |B〉 which is not an eigenstate of a given observable
b̂, we can apply a projection, as stated from von Neumann. But how does this projection
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work? What’s its mathematical form?

The answers to these questions are quite easy to think what shape would they take. As

the projection of a state can be interpreted as a Fourier series, we get that the projection

will be given by an operator that sends |B〉 to a set of eigenstates |bi〉, multiplied by some
constant which is exactly given by the scalar product 〈B|bi〉. Summarizing, if we indicate
the projected state with |b〉

|b〉 = π̂i |B〉 =
∑
i

〈bi|B〉 |bi〉

π̂i = |bi〉 〈bi|
(2.8)

Where π̂†i = π̂i and π̂
2 = π̂, due to the definition of the projector operator.

Moreover, we can even define a theorem from this definition, where, if |bi〉 is a complete
orthonormal basis, then

|bi〉 〈bi| = 1̂ (2.9)

Which indicates the completeness relation for a basis.

We subsequently define the expectation value of an observable, its variance, commutators

and anticommutators

Definition 2.2.1 (Mean Value). Given an observable η̂, we can define its mean value on a
state |a〉 as follows

〈η̂〉|a〉 = 〈a| η̂ |a〉 =
∑
i

〈a| π̂iη̂π̂i |a〉 =
∑
i

piηi, pi =
Ni

N
(2.10)

Due to the arbitrary definition of η̂ and |a〉, what has been written is valid generally

Definition 2.2.2 (Variance). If we define the variance as V ar(x) =
√
〈x2〉 − 〈x〉2, we can

define the variation of an observable on a state |a〉 as such

V ar (η̂) =
√
〈a| η̂η̂ |a〉 − 〈a| η̂ |a〉 〈a| η̂ |a〉 =

√
〈η̂2〉|a〉 − 〈η̂〉

2
|a〉 (2.11)

Definition 2.2.3 (Commutators and Anticommutators). The commutator is an operator of

operators defined for η̂, γ̂ as such:

[η̂, γ̂] = η̂γ̂ − γ̂η̂ (2.12)

The anticommutator is defined as such

{η̂, γ̂} = η̂γ̂ + γ̂η̂ (2.13)

In general, the commutator is antihermitian and bilinear, whereas an anticommutator is

hermitian and bilinear.
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T H E O R E M 2.1 (Compatibility). Two operators â and b̂ are said compatible, if there
exists a common basis of eigenstates and their commutator is equal to 0

Proof. If â and b̂ are compatible, then there exists a common basis of eigenstates. Let
|A〉 6= 0 be such basis, then, such statement is true{

â |A〉 = α |a〉
b̂ |A〉 = β |a〉

(2.14)

Then, [
â, b̂
]
|A〉 = (âb̂− b̂â) |A〉 =

= âb̂ |A〉 − b̂â |A〉 = βâ |A〉 − αb̂ |A〉 =
= βα |A〉 − αβ |A〉 = 0

(2.15)

But, if
[
â, b̂
]
|A〉 = 0

â |A〉 = α |A〉
b̂α |A〉 = αβ |A〉

(âb̂− b̂â) |A〉 = 0

(2.16)

As expected from the statement of the theorem.

Postulate 5 (Canonical Quantization). There exists a strict relation between commutators

and Poisson brackets. If we define the Poisson brackets as [·, ·]PB , we can quantize Poisson

brackets with the following relation

[·, ·] = i~[·, ·]PB

Since [qi, pj ]PB = δij , in quantum mechanics holds this fundamental relation

[q̂, p̂] = i~1̂ (2.17)

This is known as canonical quantization, where position and momentum are represented by

observables.

Postulate 6 (Heisenberg Uncertainity). In quantummechanics there is an intrinsic uncertainity

on measurements.

Taking two observables â and b̂, we define an operator α = â+ ixb̂ with x ∈ R.
Its expectation value on a state |s〉 will be the following

〈s| α̂†α̂ |s〉 ≤ 〈s| α̂† |s〉 〈s| α̂ |s〉

Since α̂†α̂ = â2 + x2b̂2 + ix
[
â, b̂
]
, we get that

〈
â2
〉
+ x2

〈
b̂2
〉
+ ix

〈[
â, b̂
]〉
≥ 〈â〉2 + x2

〈
b̂
〉2
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Hence 〈
â2
〉
− 〈â〉2 + x2

(〈
b̂2
〉
−
〈
b̂
〉2)

− ix
〈[
â, b̂
]〉
≥ 0

Rewriting
〈
c2
〉
− 〈c〉2 = σ2c , with c arbitrary and σ its standard deviation, we get

σ2a − x2σ2b + ix
〈[
â, b̂
]〉
≥ 0

In order for this equation to be true, the discriminant of the quadratic equation must be

greater than 0, hence

−
〈[
â, b̂
]〉2

+ 4σ2aσ
2
b ≥ 0

And finally we get

σaσb ≥
1

2

〈[
â, b̂
]〉

Taking â = q̂ and b̂ = p̂, and following canonical quantization rules, we get that momentum
and position can’t be measured simultaneously due to a fundamental uncertainity, given by

Heisenberg’s uncertainity principle

σqσp ≥
1

2
~ (2.18)

§ 2.3 Representation Theory

§§ 2.3.1 Heisenberg Representation

In quantum mechanics, we can define two main representations: Heisenberg representation

or Schrödinger representation.

Heisenberg representation is given by matrix elements of operators, through an isomorphism

between l2 and the Hilbert space of quantum configurations H. Defining a CON basis
(complete orthonormal) |ei〉 on H, we get that, ∀ |A〉 ∈ H

|A〉 = 1̂ |A〉 =
∑
i

|ei〉 〈ei|A〉 =
∑
i

ai |A〉 (2.19)

Where the operator π̂ = |ei〉 〈ei| is defined as π̂ : H→ l2, which it’s simply a projection, as
defined in (2.8).

Hence, we can define the operation of a general operator ρ̂ in l2 as a combination of the
projection π̂ and ρ̂. So, if ρ |A〉 = |B〉, we have that

bn = 〈en| ρ̂
∑
i

|ei〉 〈ei|A〉 → bn = ρniai ∈ l2 (2.20)

Where ρni is the matricial representation in l2 of the operator ρ̂.
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T H E O R E M 2.2 (Block Representation for Degenerate Observables). Let â and b̂ be
two observables. If they’re compatible, and the basis of eigenvectors of |a〉 is degenerate,
then b̂ can be represented as a block matrix

Proof. Let |ei〉 be such degenerate base, then we can write bij as such

bij = 〈ei| b̂ |ej〉

Since 〈ei|ej〉 = 1 for all the degenerate i, j, and it’s 0 elsewhere, bij will be a blockmatrix.

§§§ 2.3.1.1 Unitary Transformations

If |ei〉 and |ri〉 are two ON bases in H, we can define an unitary operator of base change Û
with the following equation.

Û |ei〉 = |ri〉 (2.21)

Since the two bases are ON, this operator will be defined as the projection |ri〉 〈ri|.
It follows, in order for the equation (2.21) to be true, 〈ri|ej〉 = δij , and for Û , it must hold
that

Û Û † = Û †Û = 1̂ (2.22)

The last relation can be reduced to the fact that Û must be left unitary and right unitary.

T H E O R E M 2.3 (Von Neumann Theorem). Quantization is invariant to unitary trans-

formations

Proof. Let Û be an unitary operator, for which ˜̂q = Û q̂Û † and ˜̂p = Û p̂Û †.
Then, since Û †Û = 1̂

[
˜̂q, ˜̂p
]
= Û q̂Û †Û p̂Û † − Û p̂Û †Û q̂Û † =

= Û q̂1̂p̂Û † − Û p̂1̂q̂Û † = Û [q̂, p̂]Û † = i~1̂
(2.23)

The same holds for every commutator and anticommutator.

§§ 2.3.2 Schrödinger Representation

Schrödinger representatio is obtained through an isomorphism between H and L2(R).
Let’s consider a space H formed by the direct product of n Hilbert spaces, then H ' L2(Rn).
The isomorphism between these two spaces is given through a projection to the space Rn,

indicated as such.

Let |A〉 ∈ H, then ∃Ŝ : H→ L2(Rn) defined as such

Ŝ |A〉 = 〈xi|A〉 = ψA(xi) ∈ L2(Rn) (2.24)
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Where the function ψA is called wavefunction.

In this space, the scalar product is defined through the following integral

〈A|B〉 →
ˆ
Rn

ψB(xi)ψA(xj) d
nx (2.25)

In order to be a valid representation of quantum mechanics, canonical quantization must

hold, and the momentum and position operators will be defined as such, in position space{
pi → −i~∇x

qi → x̂i
(2.26a)

And in momentum space as such {
pi → k̂i

qi → −i~∇p

(2.26b)

The canonical quantization rules will then become, for position space

[q̂, p̂] |A〉 → −i~ (xi∇j −∇jxi)ψA = i~δijψA (2.27)

Since a quantum state must be normalizable, in order to have a proper probability of

transition, we need that even the wavefunction must be normalizable.

The normalization equation will then be

N 〈A|A〉 = 1→ N

ˆ
Rn

ψAψA dnx = N

ˆ
Rn

|ψA|2 dnx = 1 (2.28)

Since ψA ∈ L2, the integral converges, and N−1 is the searched normalization constant.

Due to the definition of probability density function, we have that the absolute value squared

of the wavefunction is the probability density of finding the particle in a certain position

(in position representation) or in a certain momentum (momentum representation). Mean

values and superior statistical models are then calculated as

In order to switch between representation, we can use Fourier transforms. Defining the

integral operator F̂ as the Fourier transform operator, we get, if φ(ki) is the momentum
wavefunction and ψ(xi) the position wavefunction

φ(ki) = F̂kψ(xi) (2.29)

And, defining an inverse Fourier transform operator F̂−1

ψ(xi) = F̂−1
x φ(k) (2.30)
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§§ 2.3.3 Hamiltonian Operators

In order to define a function for a whole system, a Lagrangian can be written. In non

relativistic quantum mechanics although, its Legendre tranform is used, the Hamiltonian.

We then have, for a system with a general potential, that the Hamiltonian will be given in

this general form

H =
p2

2m
+ V (xi) (2.31)

Quantizing, in Heisenberg representation, we will get an observable, a self adjoint operator:

Ĥ =
p̂2

2m
+ V (xi) (2.32)

This operator is used, since its eigenvalues are the energy levels of the system.

Hence, given an eigenstate |E〉, we will have the following equation

Ĥ |E〉 = E |E〉 (2.33)

Which is the secular equation of the Hamiltonian, with eigenket |E〉 and eigenvalue E.
Remembering (2.26a), we will get the Schrödinger representation of the Hamiltonian

operator

Ĥ = − ~2

2m
∇2 + V (xi) (2.34)

The secular equation will then become a eigenfunction equation for the differential operator

Ĥ, and the energy levels will be the spectrum of the operator

Ĥψ = − ~2

2m
∇2ψ + V (xi)ψ = Eψ(xi) (2.35)

The solution to this equation, commonly called Schrödinger equation is the wavefunction

of the system, with associated energy eigenvalue E. Due to what said before, Schrödinger
and Heisenberg representations are equivalent, and a problem can be solved either as an

eigenstate problem or an eigenfunction problem. The most common example of problem

that can be solved with both methods is the Quantum Harmonic Oscillator, treated in the

next chapter.



3 Quantum Dynamics in 1D

§ 3.1 Free Particle

The motion of a free particle is described by the following Hamiltonian:

H =
p2

2m
(3.1)

Quantizing in Heisenberg representation (3.1), we get the following operatorial representa-

tion

Ĥ =
p̂2

2m
(3.2)

Since
[
Ĥ, p̂

]
= 0, there exists a common basis of eigenvectors that we will indicate with |p〉,

for which

p̂ |p〉 = p |p〉

Hence, the secular equation for the Hamiltonian will be

Ĥ |p〉 = 1

2m
p̂2 |p〉 = p2

2m
|p〉 (3.3)

The spectrum of the Hamiltonian operator is twice degenerate, since momentum can

be either negative or positive, and the final energy state will then be given by the linear

combination of the two states with positive and negative momentum, with energies ± 1
2mp

2

Ĥ |E〉 = p2

2m
|p〉 − p2

2m
|−p〉 (3.4)

It’s obvious, from this equation, that the particle is delocalizated, since the momentum is

positive and negative at the same time, meaning that the particle is “going” both forward

and backward.

Representing the Hamiltonian in the Schrödinger form we will get instead

Ĥ = − ~2

2m

d2

dx2
(3.5)

21
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The Schrödinger equation will then be

Ĥψ = − ~2

2m

d2ψ

dx2
− Eψ = 0 (3.6)

Solving this simple 2nd order ODE, we get the following wavefunction

ψ(x) = Ae
i
√

2mE
~2 x

+Be
−i

√
2mE
~2 x

(3.7)

Where its twofold degeneracy is obvious

T H E O R E M 3.1 (Degeneration Theorem). Let p̂, Ĥ, Î be three observables.
If 

[
p̂, Î
]
6= 0[

p̂, Ĥ
]
=
[
p̂, Ĥ

]
= 0

(3.8)

Then Î is 2-degenerate

Proof. Considering the case of a free particle, introducing operator Î as a spatial inversion
operator, we have that 

[
p̂, Ĥ

]
=
[
Î , Ĥ

]
= 0[

p̂, Î
]
6= 0

Where Î |p〉 = ± |−p〉 It’s obvious that Î2 = 1̂ and that
{
Î , p̂
}
=
{
Î , q̂
}
= 0.

Due to this fact, we can write a new state which is the sum of the simmetrization and

antisimmetrization of a the first state found.

Since Î |±p〉 = ± |±p〉 we get this state, indicating the antisimmetric one with |p〉a and the
simmetric one as |p〉s

|p〉 = 1

2
(|p〉s + |−p〉s) +

1

2
(|p〉a − |−p〉a) (3.9)

Which is also an eigenstate of Ĥ, since it commutes with Î

§ 3.2 Quantum Harmonic Oscillator

§§ 3.2.1 Dirac Formulation

The classical harmonic oscillator, is described by the following Hamiltonian

H =
1

2m
p2 +

1

2
mω2q2 (3.10)

Quantizing

Ĥ =
1

2m
p̂2 +

1

2
mω2q̂2 (3.11)



3.2. QUANTUM HARMONIC OSCILLATOR 23

It’s evident that the Hamiltonian is an observable, hence its eigenvalues will be real.

A solution in operatorial representation can be given, defining two operators, called creation

and annihilation operators, defined as follows
η̂ =

1√
2m~ω

(p̂− imωq̂)

η̂† =
1√

2m~ω
(p̂+ imωq̂)

(3.12)

Inverting the relations and expressing position and momentum in terms of creation and

distruction operators, we get 
p̂ =

√
m~ω
2

(η̂† + η̂)

q̂ = −i
√

~
2mω

(η̂† − η̂)
(3.13)

In order to evaluate the commutators of these two new operators η̂, we evaluate the product
of the two, from the left and right, obtaining the following result

η̂†η̂ =
1

2m~ω
(p̂2 +m2ω2q̂2 − imω[q̂, p̂]) = 1

~ω

(
Ĥ − 1

2
~ω1̂

)
(3.14a)

And

η̂η̂† =
1

2m~ω
(p̂2 +m2ω2q̂2 + imω[q̂, p̂]) =

1

~ω

(
Ĥ+

1

2
~ω1̂

)
(3.14b)

Having evaluated this, we therefore get[
η̂, η̂†

]
=

1

2m~ω
(−2imω[q̂, p̂]) = 1̂[

η̂†, η̂
]
=

1

2m~ω
(2imω[q̂, p̂]) = −1̂

(3.15)

And therefore, inverting the previous relation where the Hamiltonian appears on the right

hand side, and utilizing the commutators in order to switch the position of the multiplication

of the two operators, we get these two new expressions for the Hamiltonian

Ĥ = ~ω
(
η̂†η̂ +

1

2
1̂

)
(3.16a)

Ĥ = ~ω
(
η̂η̂† − 1

2
1̂

)
(3.16b)

The commutators between the Hamiltonian and the annihilation/creation operators is

calculated easily, utilizing the latter form of the Hamiltonian and the properties of the

commutator (remembering that operators in general «do not» commute)[
Ĥ, η̂

]
= ~ω

([
η̂†η̂, η̂

]
+

1

2

[
1̂, η̂

])
= ~ω

(
η̂†[η̂, η̂] +

[
η̂†, η̂

]
η̂
)
= −~ωη̂[

Ĥ, η̂†
]
= ~ω

(
η̂†
[
η̂, η̂†

]
+
[
η̂†, η̂†

]
η̂
)
= ~ωη̂

(3.17)
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Consequently, writing the secular equation of the system we get the following results

Ĥη̂ |E〉 =
(
η̂Ĥ+

[
Ĥ, η̂

])
|E〉 =

(
η̂Ĥ − ~ωη̂

)
|E〉 = (E − ~ω) η̂ |E〉

Ĥη̂† |E〉 =
(
η̂†Ĥ+

[
Ĥ, η̂†

])
|E〉 =

(
η̂†Ĥ+ ~ωη̂†

)
|E〉 = (E + ~ω) η̂† |E〉

(3.18)

So, the action of these operators actually creates and annihilates quantas of energy, with a

spacing of ~ω, creating a ladder. This characteristics gives them also the name of ladder
operators.

Since the energies of an harmonic oscillator can’t obtain negative values, there must exist

a state for which the application of the annihilation operators “annihilates” the system,

returning back zero. Indicating the energy eigenvalues with |n〉, we identify such state with
|0〉 (watch out, this is «not» the null vector of the Hilbert space, 0 is simply a label), such
state is usually called vacuum state.

Its energy can be determinated without much hassle, noting that the square norm of 0 is
still 0 (obviously). Rewriting 0 as η̂ |0〉, we get, in Dirac notation, and remembering (3.14a)

〈0| η̂†η̂ |0〉 = 1

~ω
〈0|
(
Ĥ − 1

2
~ω1̂

)
|0〉 = E0 −

1

2
~ω = 0 (3.19)

It’s clear then, that the minimum possible value of energy is E0 =
1
2~ω, usually called zero

point energy In order to properly see how the annihilation and creation operators act on

the energy eigenstates it’s useful to normalize their succession.

We know, as for (3.18), that creation operators increase by one the number of quants in

the system, hence, knowing that there is a ground state, indicated with |0〉, we can write
the n-th state as follows

η̂n |0〉 = ν |n〉

With ν ∈ C. Since the normalization condition asks that the square braket of the vector
must be equal to one, we simply get the following expression

〈0| η̂nη̂†n |0〉 = |ν|2 〈n|n〉 (3.20)

Since the former operator multiplication can be written as η̂n−1
[
η̂, η̂†n

]
. It can be easily

demonstrated that the previous commutator gives the following value[
η̂, η̂†n

]
= nη̂†(n−1)

We can then write (3.20) as

n 〈0| η̂n−1η̂†(n−1) |0〉 = ν2 〈n− 1|n− 1〉

Iterating, we get the following condition

ν2 =
1

n!
(3.21)



3.2. QUANTUM HARMONIC OSCILLATOR 25

Henceforth, we get ν = 1√
n!
, without any loss of generality.

The normalization of the n-th state, can then be defined recursively starting from |0〉

|n〉 = 1√
n!
η̂†n |0〉 (3.22)

Since all eigenstates must be normalized, we get that the action of the creation and

annihilation operators will be, respectively

η̂† |n〉 =
√
n+ 1 |n+ 1〉

η̂ |n〉 =
√
n |n− 1〉

(3.23)

Defining a particle number operator as follows

N̂ = η̂†η̂ (3.24)

We get the following commutation relations
[
N̂ , η̂†

]
= η̂†[

N̂ , η̂
]
= −η̂

(3.25)

And the new Hamiltonian in terms of N̂ becomes, evidently

Ĥ = ~ω
(
N̂ +

1

2
1̂

)
(3.26)

Calculating the commutator
[
Ĥ, N̂

]
explicitly we get

[
Ĥ, N̂

]
=

[
~ω
(
N̂ +

1

2
1̂

)
, N̂

]
= ~ω

[
N̂ +

1

2
1̂, N̂

]
=

= ~ω
([
N̂ , N̂

]
+

1

2

[
1̂, N̂

])
= 0

(3.27)

Since
[
Ĥ, N̂

]
= 0, we get from Theorem 2.1 on the compatibility of operators, that there

exist a common ON basis between N̂ and Ĥ. This basis will obviously be the energy
eigenstates of the Hamiltonian, and remembering the action of η̂ and η̂† on the energy
eigenkets, we get that the number operator will act on these states as such

N̂ |n〉 = n |n〉 (3.28)

It’s now obvious why such operator is called particle number operator, since applying it to

an energy eigenstate, it will give as an eigenvalue the “number of particles” present.

Since these eigenstates are eigenstates for both the particle number operator and the
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Hamiltonian, we can write the secular equation of the Hamiltonian (3.26), which gives

immediately the following result

Ĥ |n〉 = ~ω
(
n+

1

2

)
|n〉 (3.29)

Since Ĥ |n〉 = En |n〉, we get that energy is quantized, and has the following expression

En = ~ω
(
n+

1

2

)
(3.30)

From this definition, we can define the ground state of the system as |0〉, since, applying
the annihilation operator on |0〉 the state gets “annihilated” and its action gives 0, we get
our ground state energy (also known as zero point energy)

Ĥ |0〉 = 1

2
~ω |0〉 (3.31)

Switching to a Schrödinger representation for the definition (3.22), we can also find the

eigenfunctions of the Hamiltonian, 〈x|n〉 = ψn(x). Since the operator η̂
† and η̂ are defined

in (3.12), we can then write the normalized eigenfunctions as the solutions for the following

differential equation. For the ground state, we will have, applying the annihilation operator

η̂ψ0(x) = −
1√

2m~ω
(i~∇+ imωx)ψ0(x) = 0 (3.32)

Its solution is simply given by the following exponential

ψ0(x) = Ae−
mω
2~ x2

The normalization condition will be given by the fact that ψ0 ∈ L2(R), hence it must be
square integrable. Using Gauss’ identity, we get

|A|2
ˆ ∞

−∞
e−

mω
~ x2

dx =

√
~π
mω

The constant A is easily determined, and the normalized wavefunction for the ground state
is

ψ0(x) =

√√
mω

~π
e−

mω
2~ x2

(3.33)

Now, applying the operator η̂† multiple times we can get the n-th wavefunction. In formulae,
we get that

1√
n!
η̂†nψ0(x) =

1

(2m~ω)
n
2

(imωx− i~∇)n ψ0(x) = ψn(x)
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Substituting the function we found for ψ0, we get the following differential equation of the

n-th order

ψn(x) =
1

n
√
2m~ω

√
1

n!

√
mω

~π

(
imωx− i~ d

dx

)n

e−
mω
2~ x2

(3.34)

Using the substitution ξ =
√

mω
~ xwe can write the solution in terms of Hermite polynomials,

where they’re defined through Rodrigues formula

Hn(ξ) = (−1)neξ2 dn

dξn
e−ξ2 (3.35)

The normalization constant for Hermite polynomials can be calculated to be exactly (2nn!)−1/2,

and the eigenfunction succession of the quantum harmonic oscillator will be the following

ψn(x) =

√
1

2nn!

√
mω

~π
Hn

(√
mω

~
x

)
e−

mω
~ x2

(3.36)

§§ 3.2.2 Coherent States of the Quantum Harmonic Oscillator

The coherent states of a quantum harmonic oscillator, are those states defined as the

eigenvalues of the annihilation operator η̂. Hence, we are finding all states |h〉 such
that η̂ |h〉 = h |h〉. Since we’re in the Hilbert space of the quantum harmonic oscillator
(obviously) we can use Von Neumann’s principle in order to Fourier transform our state |h〉
to an eigenstate of the Hamiltonian. We then get, applying a projection π̂

(i)
h = |h〉 〈h|, the

following Fourier series

|h〉 =
∞∑
n=0

〈h|n〉 |h〉 (3.37)

Applying η̂ to its eigenstate |h〉, we get, knowing its action to the energy eigenstates

η̂ |h〉 =
∞∑
n=0

〈h|n〉 η̂ |n〉 =
∞∑
n=0

〈h|n〉
√
n |n− 1〉 = h |h〉 (3.38a)

Changing the indexes of our sum to k = n− 1 we get

∞∑
k=0

〈h|k + 1〉
√
k + 1 |k〉 = h

∞∑
k=0

〈h|k〉 |k〉 (3.38b)

We henceforth get the following relation between 〈h|k + 1〉 and 〈h|k〉

〈h|k + 1〉 = h√
k + 1

〈h|k〉 (3.38c)
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Through induction we get, after substituting again the index,

〈h|n〉 = hn√
n!
〈h|0〉

|h〉 = 〈h|0〉
∞∑
n=0

hn√
n!
|n〉

(3.38d)

In order to find 〈h|0〉 we normalize the state 〈h|h〉

〈h|h〉 = |〈h|0〉|2
∞∑
n=0

|h|2n

n!
= 1 (3.38e)

We finally get 〈h|0〉 = e−
|h|2
2 , hence, our coherent state will be

|h〉 = e−
|h|2
2

∞∑
n=0

hn√
n!
|n〉 (3.38f)

Writing |n〉 as in (3.22) we get a new form of this state, in terms of η̂†

|h〉 = e
|h|2
2

∞∑
n=0

hn

n!
η̂†n |0〉 (3.39)

Summing, we then find a new representation for this coherent state, in terms of both

annihilation and creation operators

|h〉 = e−
hh
2
+hη̂ |0〉 = ehη̂

†−hη̂ |0〉 (3.40)

§§ 3.2.3 Schrödinger Formulation

The Schrödinger equation for the quantum harmonic oscillator is simply given converting

momentum and position operator to their representation in L2(R). Taking (3.11) and
converting, we get the following differential equation for ψn(x) as follows

− ~2

2m

d2ψn

dx2
+

1

2
mω2x2ψn(x) = Enψn(x) (3.41)

In order to ease the equation, we utilize the following change of variables

ξ =

√
mω

~
x

Through this change of variables we get that the second derivative of ψn will become

d2ψn

dx2
=
mω

~
d2ψn

dξ2
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Hence, the Schrödinger equation will become

−~ω
2

d2ψn

dξ2
+

(
~ω
2
ξ2 − En

)
ψn(ξ)

Rearranging everything, we get the following “easier” to tackle equation

d2ψn

dξ2
−
(
ξ2 − 2En

~ω

)
ψn(ξ) = 0 (3.42)

Considering the limit where ξ >> 2En
~ω , we can define an asymptotic differential equation

for ψn

ψa(ξ)− ξ2ψa(ξ) = 0

Its solution will be a linear combination of esponentials

ψa(ξ) = Ae
ξ2

2 +Be−
ξ2

2

Due to normalization problems, we choose A = 0.
Through the definition of ξ, we can easily find the normalization constant B, which it is,
simply

B =

√√
mω

~π

Henceforth, the asymptotic solution will simply be the following

ψa(x) =

√√
mω

~π
e−

mω
~ x2

(3.43)

The complete solution, will then be the product of a function h(ξ) with the asymptotic
solution

ψn(ξ) = h(ξ)ψa(ξ) (3.44)

Where, h(x) is a power series, defined as follows

h(ξ) =

∞∑
j=0

ajξ
j (3.45)

Deriving the new definition of ψn(ξ), we get the following relation

d2ψn

dξ2
= ψa(ξ)

d2h

dξ2
+ 2

dh

dξ

dψa

dξ
+ h(ξ)

d2ψa

dξ2

Due to ψa being known, we end up with the following equation

d2ψn

dξ2
=

√√
mω

~π
d2h

dξ2
e−

ξ2

2 − 2ξ

√√
mω

~π
dh

dξ
e−

ξ2

2 + (ξ2 − 1)

√√
mω

~π
h(ξ)e−

ξ2

2
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The Schrödinger equation will, finally, become the following, after cleaning up multiplicative

constants and nonvanishing exponentials

d2h

dξ2
− 2ξ

dh

dξ
+

(
2En

~ω
− 1

)
h(ξ) = 0 (3.46)

The derivatives of h(ξ) are easy to calculate, and they give the following result

dh

dξ
=

∞∑
j=1

jajξ
j−1 =

∞∑
n=0

αaαξ
α−1

d2h

dξ2
=

∞∑
j=2

j(j − 1)ajξ
j−2 =

∞∑
α=0

(α+ 1)(α+ 2)aα+2ξ
α

Inserting in our Schrödinger equation, we get the following

∞∑
α=0

[
(α+ 1)(α+ 2)aα+2 +

(
2En

~ω
− 2α− 1

)
aα

]
ξα = 0

For which, the only non trivial solutions will be given if the summand is zero, thing that’ll

be true only and only if persists a recursive relation

aα+2 =
2α+ 1− 2En

~ω
(α+ 1)(α+ 2)

aα (3.47)

Since we want the sum to converge, we suppose that ∃n ∈ N : ∀α > n aα = 0, hence,
using the recursive relation we get

2En

~ω
= 2n+ 1 (3.48)

Solving for En we get the quantization of energy

En = ~ω
(
n+

1

2

)
(3.49)

Getting a closer look on (3.46), we get that a general solution for this differential equation

is known, and it’s the Hermite polynomials Hn(ξ). The final product solution will then be
our eigenfunctions of the Hamiltonian

ψn(x) =

√
1

2nn!

√
mω

~π
Hn

(√
mω

~
x

)
e−

mω
2~ x2

(3.50)

The factor (2nn!)−1/2 is given by the normalization of Hermite polynomials.
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§ 3.3 Infinite Square Well

Let’s consider now a massive particle inside an infinite square well, i.e., where the potential

is defined as follows

V (x) =

{
0 0 ≤ x ≤ a
∞ elsewhere

Since this problem is simple enough with the Schrödinger approach, we immediately write

the Schrödinger equation for the problem

d2ψ

dx2
= −k2ψ(x) (3.51)

Where we define k as k2 = 2mE/~2.
The general solution is easily computed as being

ψ(x) = A sin(kx) +B cos(kx) (3.52)

Since ψ must be square integrable in all space, we impose its continuity at the borders of
the well, hence we must have ψ(0) = ψ(a) = 0, which gives us B = 0 and A sin(ka) = 0.
Since A = 0 would give a trivial solution, we impose sin(ka) = 0, and we get a restriction
on the possible values of k.

ka = nπ −→ kn =
nπ

a
(3.53)

Due to the definition of k, we get that energy must be quantized, with the following
succession

En =
n2π2~2

2ma2
(3.54)

Integrating over all space the square modulus of what we have defined, finally, lets us

determine the normalization factor A

|A|2
ˆ a

0
sin2(knx) dx = |A|2a

2
= 1 (3.55)

The complete solution will be, finally

ψn(x) =

√
2

a
sin
(nπ
a
x
)

En =
n2π2~2

2ma2

(3.56)

§ 3.4 Infinite Wall

In order to treat the idea of an infinite wall in quantum mechanics, we have to first define

two particular states, scattering states and bound states
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Definition 3.4.1 (Bound State). We define a bound state, as the set of configurations of the

system where E < V (x), and the particle is henceforth “trapped”

Definition 3.4.2 (Scattering State). A scattering state is defined as the set of configurations

of the system for which E > V (x), hence, the particle coming from −∞ will simply interact

with the potential without getting trapped by it.

Getting back to our problem, we define an infinite wall as a system whose potential is

described by a Dirac delta function δ(x). Using a potential V (x) = −αδ(x), we get that
the Hamiltonian will be

Ĥ =
p̂2

2m
− αδ(x) (3.57)

The associated Schrödinger equation will be

Ĥψ(x) = − ~2

2m

d2ψ

dx2
− αδ(x)ψ(x) = Eψ(x) (3.58)

It’s obvious that we can both have bound states and scattering states. Considering first

the bound states, in the region x < 0, V (x) = 0, we get the following equation, where
κ = (−2mE)1/2/~ (E < 0 by assumption, since we’re considering bound states only).

d2ψ

dx2
= κ2ψ(x)

Its solution will simply be ψ(x) = A exp(−κx) +B exp(κx), that for normalization reasons,
in the region x < 0, becomes simply

ψ(x) = Beκx (3.59)

In the region x > 0, instead, we get the following solution

ψ(x) = Ae−κx (3.60)

Since ψ(x) must be «always» continuous, we get that the solution for our bound states
must have A = B, and our general solution becomes

ψ(x) =

{
Beκx x ≤ 0

Be−κx x ≥ 0
(3.61)

Since ψ(x) must also be a square integrable function, we need that its derivative must be
continuous too, hence for x = 0, we have to check another few things.
The first idea that comes up to mind is to utilize the properties of the delta function and

integrate in a infinitesimal interval around 0, henceforth, we get

− ~2

2m

ˆ ε

−ε

d2ψ

dx2
dx− α

ˆ ε

−ε
δ(x)ψ(x) dx = E

ˆ ε

−ε
ψ(x) dx (3.62)

Which becomes the following general relation

lim
x→0±

∆ψ′(x) = −2mα

~2
ψ(0) (3.63)
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Calculating the derivatives from the left and from the right of our solution, and imposing

what has been found previously, we get

dψ

dx
=

{
−Bκ x→ 0+

Bκ x→ 0−
(3.64)

From this, we get ∆ψ′(x) = −2Bκ and, then, since κ = (−2mE)1/2/~, we get from (3.63)

E = −mα
2

2~2
(3.65)

Normalizing ψ, we get

2|B|2
ˆ
R
e−2κx dx =

|B|2

κ
= 1 (3.66)

The final solution for the wavefunction of the bound states, will then be

ψ(x) =

√
mα

~
e−

mα
~2 |x|

E = −mα
2

2~2

(3.67)

It’s obvious that there is only «one» bound state.

For scattering states, we define k = (2mE)1/2/~, and the Schrödinger equation becomes
the following

d2ψ

dx2
= −k2ψ(x) (3.68)

The solution will be formed by the superposition of two complex esponentials, since neither

of the two blows up for x→ ±∞. Hence, we will get

ψ(x) =

{
Aeikx +Be−ikx x < 0

Feikx +Ge−ikx x > 0
(3.69)

Considering again their derivatives coming from left and right, we get the following

dψ

dx
=

{
ik(A−B) x→ 0−

ik(F −G) x→ 0+
(3.70)

Since ∆ψ′(x) = ik(F −G−A+B) and ψ(0) = A+B, we get from (3.63) the following

ik (F −G−A+B) = −2mα

~2
(A+B)

Defining β = mα/~2k, we can write the previous relation in a much more compact way

F −G = A(1 + 2iβ)−B(1− 2iβ) (3.71)
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In this case normalizating ψ(x) won’t help, since this state is absolutely non normalizable. In
order to give a viable solution we reason on how the particle would scatter in this potential.

Imagine shooting this quantum particle from −∞, since a negative complex exponential
describes a wave coming from +∞ to −∞ we can easily set G = 0, and get the following
result: 

B =
iβ

1− iβ
A

F =
1

1− iβ
A

(3.72)

Reasoning in a physical way, we can deduce then that A is the amplitude of the incident
wave, B of the reflected wave and F of the trasmitted wave. Since the probability in
quantum mechanics is given by the square modulus of the wavefunction, we get that the

probability of having a particle reflected back or trasmitted forward, will be given by two

coefficients, respectively R and T , where they’re defined as follows

R =
|B|2

|A|2
=

β2

1 + β2

T =
|F |2

|A|2
=

1

1 + β2

(3.73a)

Since their sum must be 1, being probabilities themselves, we get

R+ T =
|B|2 + |F |2

|A|2
= 1 (3.73b)

And substituting β with its full expression,

R =
1

1 + 2~2E
mα2

T =
1

1 + mα2

2~2E

(3.73c)

A fun thing to do, with this potential, is to change the sign of α and reason on what is
happening really.

First of all, since E ∝ α, we get that the only bound state we found gets brutally killed since
E ≮ 0 everywhere, but since R, T ∝ α2, they stay unchanged.

Naively evaluating this as a classical problem, we get that this “particle” is thrown towards

an infinitely strong wall n times and passes through nT times, and bounces back nR times.
This is obviously impossible in the classical world, but instead in the quantum world is

much more than possible. This effect is known commonly as quantum tunneling. This

phenomenon is not restricted to infinite potential walls, let’s take a finite potential wall

V , for which exists a maximum Vmax. If the energy E of the particle is E < Vmax we get

that it might pass through with a nonzero probability T , and for E > Vmax there is still a

probability of it bouncing back, expressed with R.
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§ 3.5 Finite Square Well

After having considered an infinite square well and the difference between bound and

scattering states, we can describe properly the finite square well problem, where the

potential is defined as such

V (x) =

{
−V0 −a ≤ x ≤ a
0 |x| > a

It’s obvious how this potential admits both scattering and bound states.

Let’s consider first the region x < −a, where the potential is 0, from the previous problem
on the infinite wall, we can write directly the solution

ψ(x) = Beκx κ =

√
−2mE
~

, x < −a (3.74)

Inside the well, the problem is similar, but it’s useful to directly write Schrödinger’s equation

Ĥψ(x) = d2ψ

dx2
− 2m

~2
(V0 + E)ψ(x) = 0 (3.75)

Replacing [2m(E + V0)
−1/2]/~ with l it reduces, yet again, to the following equation

d2ψ

dx2
= −l2ψ(x)

Since E > Vmin, the solution must be real and positive, hence, we can write it as follows

ψ(x) = C sin(lx) +D cos(lx) − a < x < a (3.76)

In the outer region, for x > a, we have again an exponential solution, this time decreasing

ψ(x) = Feκx x > a (3.77)

Now, we need to impose the boundary conditions for ψ and ψ′, that due to the potential
being odd, can only be of two kinds, either odd or even.

Choosing the even solution, we get immediately that C = 0, and ψ(x) becomes

ψ(x) =


Fe−κx x > a

D cos(lx) 0 < x < a

ψ(−x) x < 0

(3.78)

For the continuity of ψ,ψ′ at x = a, we get the following system{
Fe−κa = D cos(la)

−κFe−κa = −lD sin(la)
(3.79)
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Dividing the two, we get κ = l tan(la). This is clearly a restriction on energies, due to the
definition of κ, but it’s a trascendental equation, that can’t be solved directly. Applying the
transformation z = la and z0 = a(2mV0)

1/2/~ we end with the following trascendental
equation

tan(z) =

√(z0
z

)2
− 1 (3.80)

We can also approximate energy eigenvalues for the case of a deep well or a shallow well. In

the first case we get that the solutions to the aforementioned equation will be at zn = nπ/2
with n odd, and follows that

En + V0 ≈
n2π2~2

8ma2

In the second case instead, the intersections between the tangent and the square root get

fewer and fewer, until, for z0 < π/2 we end up with a single eigenstate, no matter how
shallow is the well.

The only thing we miss to properly evaluate this problem (other than compute the normal-

ization constant for ψ(x)) is to check the scattering states of the system.
We assume an ian incoming wave from the right, with a wavefunction ψ(x) = Feikx, with
k2 = 2mE/~2. Putting, as before, A as the incident amplitude, B as the reflected amplitude
and F the transmitted amplitude, for continuity of ψ and its derivative, we get that the
following systems must hold. At x = −a we have Ae−ika +Beika = D cos(la)− C sin(la)

ik
[
Ae−ika −Beika

]
= l [C cos(la) +D sin(la)]

(3.81)

At x = a, instead we get the following system{
C sin(la) +D cos(la) = Feika

l [C cos(la)−D sin(la)] = ikFeika
(3.82)

Eliminating C and D and solving for B and F , we get the following

B = i
sin(2la)

2kl

(
l2 − k2

)
F

F =
e−2ika

cos(2la)− ik2+l2

2kl sin(2la)
A

(3.83)

Substituting everything back to the original variables, we get that the transmission coefficient

T is
1

T
= 1 +

V 2
0

4E(E + V0)
sin2

(
2a

~
√
2m (E + V0)

)
(3.84)

The reflection coefficient can be calculated knowing that R = 1− T .
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§§ 3.5.1 Scattering and Transfer Matrices

In order to treat efficiently scattering problems for general potentials, we first of all, suppose

that the wavefunction will be the following:

For an incoming particle, since it’s a free particle, we get that ψ(x) will be a superposition
of complex exponentials

ψ(x) = Aeikx +Be−ikx (3.85)

The same goes for the post-scattering region, but with changed coefficients due to the

interaction with the potential

ψ(x) = Feikx +Ge−ikx (3.86)

In the interaction region, we can still suppose that the wavefunction will be a superposition

of two functions f(x), g(x), albeit both will remain unknown, until a specific potential is
given.

ψ(x) = Cf(x) +Dg(x) (3.87)

Using this systems, we can write a linear system of equations for B and F (the reflected
and trasmitted amplitudes), as follows

B = S11A+ S12G

F = S21A+ S22G
(3.88)

Reuniting everything in a scattering matrix, also known as S-matrix, we get the following

matrix equation (
B
F

)
=

(
S11 S12
S21 S22

)(
A
G

)
(3.89)

In this formalism, the transmission and reflection coefficients will be:

For a particle coming from the left

Rl =
|B|2

|A|2
= |S11|2

Tl =
|F |2

|A|2
= |S21|2

(3.90)

For a scattering from the right instead, we get

Rr =
|F |2

|G|2
= |S22|2

Tr =
|B|2

|G|2
= |S12|2

(3.91)

The scattering matrix, hence, gives us the outgoing amplitudes in terms of the incoming

amplitudes.
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In case we’d like to have the amplitudes on the right of the potential in terms of the

amplitudes on the left of the potential, we can “build” a second matrix, called transfer

matrix or M-matrix (
F
G

)
=

(
M11 M12

M21 M22

)(
A
B

)
(3.92)

The usefulness of this matrix, is that if the potential is formed by two separated pieces, the

complete M-matrix of the system, will be given as the product of the two M-matrices of the

single pieces of the potential, henceM =M2M1. It’s easy then to generalize this product

to multiple pieces of the potential.

§ 3.6 One Dimensional Motion in Generic Potentials

What has been studied with the one dimensional quantum system that have been solved

before, can be generalized to a one-dimensional Hamiltonian with a general potential V (x).
Without passing through the operatorial representation, we write directly the Schrödinger

equation for a general system.

We will have

Ĥψ(x) = − ~2

2m

d2ψ

dx2
+ V (x)ψ(x) = Eψ(x)

Rewriting the equation in its normal form, we will have the following

d2ψ

dx2
− 2m

~2
(V (x)− E)ψ(x) = 0 (3.93)

We can immediately bring up three conclusions

1. If ψ(x) is normalizable, there exists a discrete spectrum of eigenvalues of Ĥ, En

2. If ψ(x) is «not» normalizable, there exists a continuous spectrum of Ĥ, σ(E)

3. Since ψ : R→ C, from the theory of differential equations, we will have that Reψ(x)
will be a solution.

Again, if we consider what we derived for scattering and bound states, we can derive from

(3.93) two considerations on ψ(x) and its second derivative, that we will indicate with ψ′′(x)
in order to avoid heavy notations.

1. If we are evaluating a bound state, then ψ′′(x)/ψ < 0

2. If we are evaluating a scattering state, then ψ′′(x)/ψ > 0

3. In passing from a bound state to a scattering state there is an inversion point, where

ψ′′(x)/ψ(x) = 0, ψ(x) 6= 0 and E = V (x)
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It can be demonstrated that, ifE < min(V ) there won’t be any eigenvaluesE, formin(V ) <
E < 0 there will be at least one eigenvalueE, if there is more than one in this region, they will
be discrete and nondegenerate. For 0 < E < max(V )we will have nondegenerate continue
eigenvalues σ(E), and for E > max(V ) they will be continuous and twice degenerate.
Utilizing this general potential Schrödinger equation, we can also define a quite useful

theorem

T H E O R E M 3.2 (Theorem of the Oscillations). Let D̂s be a differential operator that

acts in the following way:

D̂s =
d2

dx2
− 2m

~2
(V (x)− E)

Suppose then that there exist two functions ψ(x) and φ(x), for which D̂sψ(x) = 0 and
D̂sφ(x) = 0, then ψ and φ are linearly dependent with n zeroes.

Proof. We begin writing directly the action of the operator D̂s on the two functions ψ(x)
and φ(x) 

D̂sψ(x) =
d2ψ

dx2
− 2m

~2
(V (x)− E)ψ(x) = 0

D̂sφ(x) =
d2φ

dx2
− 2m

~2
(V (x)− E)φ(x) = 0

We solve this linear system multiplying the first equation by φ(x) and the second by ψ(x),
and then subtracting the two rows, obtaining the following relation

φ(x)
d2ψ

dx2
− ψ(x)d

2φ

dx2
= 0

It’s easy to see that this it’s the derivative of φ(x)ψ′(x)−ψ(x)φ′(x), and since this derivative
must be zero, we know that it must be a constant k

φ
dψ

dx
− ψ(x)dφ

dx
= k

Since both functions must be normalizable, we must have k = 0, hence we can write the
equation in the following way

ψ′(x)

ψ(x)
=
φ′(x)

φ(x)

Integrating once, we get that ψ(x) = λφ(x), hence they’re linearly independent, and hence
essentially the same.

Corollary 3.6.1. Since φ(x), ψ(x) are eigenfunctions of the Hamiltonian, we know that
there is a direct relation between the energy eigenvalue En and the eigenfunction ψn(x),
hence, analyzing everything, we get that it must have n zeroes.

Another interesting feature of quantum dynamics, is given by the quantum version of

the virial theorem, which states the following



CHAPTER 3. QUANTUM DYNAMICS IN 1D 40

T H E O R E M 3.3. Let T̂ be the kinetic energy operator, and V̂ the potential energy
operator, then the expectation value of the kinetic energy on an energy eigenstate is equal

to the expectation value of qV ′(q).

Proof. In order to demonstrate this theorem we first calculate the commutator between

the Hamiltonian operator and the product operator q̂p̂.
The Hamiltonian in question is

Ĥ =
p̂2

2m
+ V (q)

Then the desired commutator will be the following[
Ĥ, q̂p̂

]
= q̂
[
Ĥ, p̂

]
+
[
Ĥ, q̂

]
p̂

In order to evaluate the previous commutators, we write the Poisson brackets of each, and

then quantize, deforming the brackets through mltiplication by i~

[H, p]PB =
∂H
∂q

∂p

∂p
− ∂H
∂p

∂p

∂q
=
∂V

∂q

[H, q]PB =
∂H
∂q

∂q

∂p
− ∂H
∂p

∂q

∂q
= − p

m

Quantizing, we get the following [
Ĥ, p̂

]
= i~

∂V

∂q[
Ĥ, q̂

]
= −i~ p̂

m

And the searched commutator will be

q̂
[
Ĥ, p̂

]
+
[
Ĥ, q̂

]
p̂ = i~q̂

∂V

∂q
− i~ p̂

2

m

Rearranging, and remembering how T̂ is defined, we get the following[
Ĥ, q̂p̂

]
= i~

(
q̂
∂V

∂q
− 2T̂

)
We calculate the expectation value of this commutator in the energy eigenstate〈[

Ĥ, q̂p̂
]〉

= i~
〈
q̂
∂V

∂q
− 2T̂

〉
We first calculate the left side, and we get the following〈

q̂Ĥp̂− q̂p̂Ĥ+ Ĥq̂p̂− q̂Ĥp̂
〉
=
〈
Ĥq̂p̂− q̂p̂Ĥ

〉
= E 〈q̂p̂− q̂p̂〉 = 0
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Hence, using the linearity of the 〈·〉 operator, we get the virial theorem

i~
〈
q̂
∂V

∂q

〉
− 2i~

〈
T̂
〉
= 0

2
〈
T̂
〉
=

〈
q̂
∂V

∂q

〉

Corollary 3.6.2. Considering the particular case of potentials of the form V (q) = cq̂α, we
get the following 〈

T̂
〉
=
α

2

〈
V̂
〉

Proof. We use the previous identity used in the general case, and we get that q̂V ′(q) =
cαq̂α = αV̂ , hence

2
〈
T̂
〉
= α

〈
V̂
〉

The next theorem that will be stated, will be directly generalized to n-dimensions.

T H E O R E M 3.4 (Probability Conservation). Defining Ji(xj) as the probability current
density vector, for a time-independent system the following continuity equation holds

∂Ji
∂xi

= 0

If Ji(xj) is defined as follows

Ji(xj) = −
i~
2m

(
ψ(xj)

∂ψ

∂xi
− ψ(xj)

∂ψ

∂xi

)
Or, in operatorial form

Ĵi =
1

2m

(
〈ψ| p̂i |ψ〉 1̂− |ψ〉 p̂i 〈ψ|

)

Proof. We will begin by writing the Schrödinger equation for both ψ and ψ. We will then
have the following system

− ~2

2m

∂2ψ

∂xi∂xi
+ V (xi)ψ(xj) = Eψ(xj)

− ~2

2m

∂2ψ

∂xi∂xi
+ V (xi)ψ(xj) = Eψ(xj)
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Multiplying the first by ψi(xj) and the second by ψi(xj) and adding the second to the first
we get the following

− ~2

2m

(
ψ(xj)

∂2ψ

∂xi∂xi
− ψ(xj)

∂2ψ

∂xi∂xi

)
+ V (xi)

(
|ψ(xj)|2 − |ψ(xj)|2

)
= E

(
|ψ|2 − |ψ|2

)
Simplifying everything, we get

− ~2

2m

(
ψ(xj)

∂2ψ

∂xi∂xi
− ψ(xj)

∂2ψ

∂xi∂xi

)
= 0

Bringing outside the gradient operator we get

− ~2

2m

∂

∂xi

(
ψ(xj)

∂ψ

∂xi
− ψ(xj)

∂ψ

∂xi

)
=
∂Ji
∂xi

= 0

This theorem, in one dimension, reduces simply to the equation

Im(ψ(x)ψ′(x)) = Im(ψ(x)ψ
′
(x))

§ 3.7 Time Evolution of Quantum Systems

§§ 3.7.1 General Remarks and Schrödinger’s Picture

The problems we studied in the previous sections never found how the eigenstate of the

system evolves in time.

Time evolution of a system can be seen as a traslation, hence taking the eigenstate of the

time independent problem and “moving” it to a time t 6= 0. It’s not hard to imagine then
how time evolution can be seen as the action of an unitary group with a single parameter,

which will be t, our time.
The first question that comes up to the mind is actually how this group is defined in quantum

mechanics.

Here, the following theorem comes to our rescue

T H E O R E M 3.5 (Stone Theorem). Let Ut be a strongly continuous one-parameter

unitary group. Then

∃!Â : Da ⊂ H→ H, A = A† in Da then Û(t) = eitÂ ∈ Ut

Where holds the following relation Û(t1 + t2) = Û(t1)Û(t2) where Û(t1 + t2) ∈ Ut1Ut2 and

Û(t1) ∈ Ut1 , Û(t2) ∈ Ut2 (i.e., Û is an homomorphism)
The set Da is defined as follows

Da :=

{
|ψ〉 ∈ H

∣∣∣∣ ∃ limε→0

−i
ε

(
Û(ε) |ψ〉 − 1̂ |ψ〉

)}
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Â is called the infinitesimal generator of the unitary group, and can be computed as follows

Â |ψ〉 = −i lim
ε→0

1

ε

(
Û(ε) |ψ〉 − 1̂ |ψ〉

)

As a spoiler, we can say that this infinitesimal generator is the Hamiltonian of the system,

and the operator Û has the form Û = e−
i
~ Ĥt. In order to see how this works out, informally,

we write the time-dependent Schrödinger equation, which can be derived considering

energy as a differential operator E → i~∂t. Substituting, we get the following equation

Ê |ψ〉 = Ĥ |ψ〉 → i~
∂ψ

∂t
= Ĥψ(x, t) (3.94a)

In the case that Ĥ is time-independent, we get that the solution to the differential equation
in time will be the following

ψ(x, t) = c(x)e−
i
~ Ĥt (3.94b)

It’s obvious then that the time-evolved state will be the time-independent state at which

gets applied the time evolution operator.

ψ(x, t) = Û(t)ψ(x) (3.94c)

In case the Hamiltonian is time dependent, the operator easily becomes the following

Û(t) = e−
i
~
´ t
0 Ĥ dt (3.94d)

In order to see how this operator actually acts on the states, it’s quite useful to utilize the

fact that all complex exponentials are holomorphic, and can be written as a power series.

This holds even when we talk about operator exponentials, hence Û(t) becomes:

Û(t) =
∞∑
n=0

1

n!

(
− i
~
Ĥt
)n

(3.95a)

Applying this to an eigenstate of the Hamiltonian |ψ〉, we get the following

Û(t) |ψ〉 =
∞∑
n=0

1

n!

(
− i
~
Ĥt
)
|ψ〉

Û(t) =
∞∑
n=0

1

n!

(
− i
~
Ĥt
)n−1(

− i
~
Ĥt
)
|ψ〉

(3.95b)

Using Schrödinger’s equation and iterating, we finally get, retransforming the series to an

exponential, the following result for eigenstates

Û(t) |ψ〉 = e−
i
~Et |ψ〉 (3.95c)



CHAPTER 3. QUANTUM DYNAMICS IN 1D 44

For a general state |s〉, we then get using Von Neumann’s principle, the following result

Û(t) |s〉 = e−
i
~ Ĥt

∑
n

〈ψ|s〉 |ψ〉 =
∑
n

cne
− i

~Et |ψ〉 (3.95d)

Since all the problems that we discussed were with a time-independent Hamiltonian, they’re

quite easy to generalize to a time-evolved problem without solving a time dependent

Schrödinger equation or even redoing any calculus. This stress on time evolution on the

state, is commonly called Schrödinger picture of time evolution.

Having now described time evolution in quantum mechanics, the next step is redescribing

the probability conservation equation. Since now we have that the wavefunction is time-

dependent, we have now that the time dependent probability amplitude will be defined as

follows

〈s(t)|s(t)〉 = 〈s| Û†Û |s〉 →
ˆ ∞

−∞
ψs(x, t)ψs(x, t) dx = ρ(t)

Having defined this time dependent probability amplitude with ρ(t). We now have an
advanced version of the theorem

T H E O R E M 3.6 (Time Dependent Probability Conservation). The probability amplitude

of a wavefunction that solves the Schrödinger’s time-dependent equation must always solve

the following equation
∂ρ

∂t
+
∂Ji
∂xi

= 0

Where
ρ(xj , t) = ψ(xj , t)ψ(xj , t)

Ji(xj , t) = −
i~
2m

(
ψ(xj , t)

∂ψ

∂xi
− ψ(xj , t)

∂ψ

∂xi

)

Proof. The first thing to write is the time dependent Schrödinger equation for ψ and its
complex conjugate, since both must solve it as a proposition of the theorem.

i~
∂ψ

∂t
= − ~2

2m

∂2ψ

∂xi∂xi
+ V (xj)ψ(xj , t)

−i~∂ψ
∂t

= − ~2

2m

∂2ψ

∂xi∂xi
+ V (xj)ψ(xj , t)

We then multiply the first line by ψ and the second by ψ
i~ψ(xj , t)

∂ψ

∂t
= − ~2

2m
ψ(xj , t)

∂2ψ

∂xi∂xi
+ ψ(xj , t)V (xj)ψ(xj , t)

−i~ψ(xj , t)
∂ψ

∂t
= − ~2

2m
ψ(xj , t)

∂2ψ

∂xi∂xi
+ ψ(xj , t)V (xj)ψ(xj , t)

We then subtract the first line to the second, and we obtain the following equation

−i~
(
ψ(xj , t)

∂ψ

∂t
+ ψ(xj , t)

∂ψ

∂t

)
=

~2

2m

(
ψ(xj , t)

∂2ψ

∂xi∂xi
− ψ(xj , t)

∂2ψ

∂xi∂xi

)



3.7. TIME EVOLUTION OF QUANTUM SYSTEMS 45

We recognize immediately the left part being exactly equal to ∂tρ(xj , t), hence we substitute
it in the equation

−i~∂ρ
∂t

=
~2

2m

(
ψ(xj , t)

∂2ψ

∂xi∂xi
− ψ(xj , t)

∂2ψ

∂xi∂xi

)
Bringing out a gradient operator (∂i), we recognize the part on the right being the probability
density current Ji, to which has been applied a gradient operator ∂i (Einstein summation
convention is implied, hence it’s a divergence)

−i~∂ρ
∂t

= i~
∂Ji
∂xi

We simplify everything and bring the right hand side on the left of the equation and we

finally have demonstrated the theorem

∂ρ

∂t
+
∂Ji
∂xi

= 0

§§ 3.7.2 Heisenberg Picture and Constants of Motion

In the Heisenberg picture, the stress on time dependence is given only on operators. It may

not be immediately clear how this is equivalent to Schrödinger’s picture, where the time

dependence is always on the state.

In order to clearly see this equivalence, we calculate the expectation state of an operator Â
on a time evolved state |s(t)〉. We get the following relation〈

Â
〉
t
= 〈s(t)| Â |s(t)〉 = 〈s| Û†(t)ÂÛ(t) |s〉 (3.96)

It’s immediate to write the previous relation as
〈
Â(t)

〉
s
, where the time evolved operator is

defined as Â(t) = Û†(t)ÂÛ(t). Using this definition, we can also calculate the derivative of
an operator, in the following way

dÂ

dt
=

d

dt

(
Û†(t)ÂÛ(t)

)
=

dÛ†

dt
ÂÛ(t) + Û†Â

dÛ
dt

=

=
i

~

(
ĤÛ†ÂÛ − Û†ÂĤÛ

)
=

=
i

~
Û†
[
Ĥ, Â

]
Û

(3.97)

Or, using the full fledged Heisenberg picture, we can write the last line as follows, for a

time-independent Hamiltonian

dÂ

dt
=
i

~

[
Ĥ, Â(t)

]
(3.98)
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Remembering the connection to the Poisson brackets, we already know that if the [H, A]PB =
0, then A is a constant of motion. In quantum mechanics, this will be represented as follows

dÂ

dt
= 0 −→

[
Ĥ, Â

]
= 0 (3.99)

The operator Â, is then called a constant of motion in quantum mechanics.



4 Angular Momentum

§ 4.1 Rotations

Taking as granted the knowledge that in classical physics rotations around the same axis

commute and around different axes do not (it’s easy to prove, even mentally by yourself).

A classical rotation around a certain axis can be writted in tensor notation as follows. Let vi
be a vector in the fixed system and v′i the same vector in the rotated system. We can then
write the following relation (where i, j = x, y, z or i, j = 1, 2, 3)

v′i = Rijvj

Whereas

RijRji = RjiRij = δij −→ RT = R−1

The second equation is obvious, since applying an identical but opposed rotation on the

same axis is exactly like letting act the identity rotation onto the vector (basically doing

nothing to it).

Due to this matrix being then, orthogonal, we know from linear algebra that the following

relation holds, and is automatically satisfied.√
v21 + v22 + v23 =

√
v2

′
1 + v2

′
2 + v2

′
3

From this relation, we can define pretty easily, that for a finite rotation of an angle φ, the

matrix R
(z)
ij (φ), will have the following general form

R
(z)
ij (φ) =

cosφ − sinφ 0
sinφ cosφ 0
0 0 1

 (4.1)

The infinitesimal form all the rotation matrices, in order O
(
ε3
)
, will be the following, using

the taylor expansions of the trigonometric functions

R
(z)
ij (ε) =

1− ε2

2 −ε 0

ε 1− ε2

2 0
0 0 1

 (4.2a)

47
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R
(x)
ij (ε) =

1 0 0

0 1− ε2

2 −ε
0 ε 1− ε2

2

 (4.2b)

R
(y)
ij (ε) =

1− ε2

2 0 ε
0 1 0

−ε 0 1− ε2

2

 (4.2c)

It’s obvious, that the rotations commute only for O(ε), and that they follow a cyclic relation.
We might write this as follows for rotations of order O

(
ε3
)

[Rx(ε), Ry(ε)] = Rx(ε
2)−R(i)(0) (4.3)

Where R(i)(0) is a null rotation along a generic axis, which is exactly an identity matrix, for
every axis we choose.

§§ 4.1.1 Infinitesimal Rotations in Quantum Mechanics

In order to “quantize” the previous section, we assign to the rotation matrix, a rotation

operator D̂(R), with D as in Drehung, which means rotation in German.
Calling |·〉r the rotated ket, we will have that this operator will act in the following way

|s〉r = D̂(R) |s〉 (4.4)

Using an analogy with classical mechanics, and knowing that angular momentum is the

generator for infinitesimal rotations, we can imagine that in quantum mechanics, this

generator Ĝ will simply be the following Ĵ/~, where we indicated with Ĵ a generic angular
momentum operator, and an ~ added for dimensionality reasons.
In first approximation, we can see the Drehung operator to the first order, for a rotation of

dφ degrees, as follows

D̂(n̂,dφ) = 1− i

(
Ĵ · n̂
~

)
dφ

Repeating this rotation N times and sending this N to infinity, we can see this as a finite

rotation, and due to the way it’s written, we can immediately see how the Drehung operator

for a finite rotation is shaped. Taking without loss of generality a rotation around the z axis,
we get the following result for a rotation of φ degrees.

D̂(φ) = lim
N→∞

(
1− iĴzφ

N~

)N

= e−
iĴzφ
~ (4.5)

From this simple result, we can immediately see how the Drehung operator is tied to classical

rotation, as it has the same group properties of the classical rotation matrices, which are

the following
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1. Identity: D̂(R) · 1̂ = D̂(R)

2. Closure: D̂(R1)D̂(R2) = D̂(R3)

3. Invertibility: D̂−1(R)D̂(R) = D̂(R)D̂−1(R) = 1̂

4. Associativity: D̂(R1)
(
D̂(R2)D̂(R3)

)
=
(
D̂(R1)D̂(R2)

)
D̂(R3) = D̂(R1)D̂(R2)D̂(R3)

Now it’s quick to ask how do these operators commute, then we use the analogy with the

R matrices and use the commutation relations (4.3). We obviously use the approimation to
the second order of D̂(R)(

1− iĴxε

~
− Ĵ2

xε
2

2~2

)(
1− iĴyε

~
−
Ĵ2
y ε

2

2~2

)
−

(
1− iĴyε

~
−
Ĵ2
y ε

2

2~2

)(
1− iĴxε

~
− Ĵ2

xε
2

2~2

)
=

= 1− iĴzε
2

~
− 1

Equating the terms of order O
(
ε2
)
, we get that

[
Ĵx, Ĵy

]
= i~Ĵz, and through cyclic

permutations (using the εijk tensor) we get the following result[
Ĵi, Ĵj

]
= i~εijkĴk (4.6)

These are the fundamental commutation relations of angular momentum, and they are said

to generate a non-Abelian group of rotations, since two different operators of the same

group do not commute.

Since we have defined angular momentum from rotations, we can easily say that these

relations hold for «every kind» of angular momentum we find.

§ 4.2 Eigenvalues and Eigenstates of Angular Momentum

We have already seen how angular momentum operators between different axes do not

commute, hence, in order to find a suitable eigenbasis we build a new operator starting

from Ĵ . From (4.6) we can immediately imagine that the simplest operator we can find is
Ĵ2, defined as follows

Ĵ2 = Ĵ2
x + Ĵ2

y + Ĵ2
z = Ĵ · Ĵ

This operator commutes with every Ĵi, and hence, we have another commutation relations[
Ĵ2, Ĵi

]
= 0 (4.7)

We know already that there exists simultaneously an eigenbasis for any operator Ĵi and Ĵ
2.

As a convention we take Ĵ3 = Ĵz as our main direction, and we will call the eigenkets as
|a, b〉, for which holds the already known secular equation

Ĵ2 |a, b〉 = a |a, b〉
Ĵz |a, b〉 = b |a, b〉
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In order to work out the results, we define two non hermitian operators, that we will call

Ĵ+ and Ĵ
†
+ = Ĵ−. These operators are defined as follows

Ĵ± = Ĵx ± iĴy (4.8)

These operators satisfy the commutation relations[
Ĵz, Ĵ±

]
= ±~Ĵ±[

Ĵ±, Ĵ∓

]
= ±2~Ĵz[

Ĵ2, Ĵ±

]
= 0

(4.9)

Defined as such, these are the ladder operators of angular momentum, but why are they

called ladder operators? It’s easy to see why if we let them act on an eigenstate and utilize

the previous commutation relations. We then get

ĴzĴ± |a, b〉 =
([
Ĵz, Ĵ±

]
+ Ĵ±Ĵz

)
|a, b〉 = (b± ~) Ĵ± |a, b〉

In an analogy with the quantum harmonic oscillator, we see then really why these opera-

tors are called “ladder” operators, since they move up or down of one step (~ long) the
“measured” value.

We now redo the same calculations with Ĵ2, and using (4.9), we get

Ĵ2Ĵ± |a, b〉 = Ĵ±Ĵ
2 |a, b〉 = aĴ± |a, b〉 (4.10)

Remembering that |a, b〉 are simultaneous eigenstates for both Ĵz and Ĵ2, we can summarize

everything in the following way

Ĵ± |a, b〉 = c± |a, b± ~〉 (4.11)

Now, let’s use what we found with this ladder operator machinery for finding the actual

eigenstates and eigenvalues of angular momentum. We give the following Ansatz:

a ≥ b2

But why should the eigenvalue of Ĵz be limited? Let’s write a new operator, made through
a combination of Ĵ2 and Ĵz

Ĵ2 − Ĵ2
z =

1

2

(
Ĵ+Ĵ− + Ĵ−Ĵ+

)
=

1

2

(
Ĵ+Ĵ

†
+ + Ĵ†

+Ĵ+

)
(4.12)

Now, Ĵ†
+Ĵ+ and Ĵ+Ĵ

†
+ must be positive definite, hence it follows that

〈a, b|
(
Ĵ2 − Ĵ2

z

)
|a, b〉 ≥ 0
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Which implies the previous Ansatz. It follows, then, that there exists a value bmax and bmin

for the following relations hold

Ĵ+ |a, bmax〉 = 0

Ĵ− |a, bmin〉 = 0
(4.13)

Studying the first case, we know that it also implies Ĵ−Ĵ+ |a, bmax〉 = 0, but analyzing
further and utilizing the definition of the ladder operators, we get that

Ĵ−Ĵ+ = Ĵ2
x + Ĵ2

y − i
[
Ĵy, Ĵx

]
= Ĵ2 − Ĵ2

z − ~Ĵz

Hence, we get the following important result(
Ĵ2 − Ĵ2

z − ~Ĵz
)
|a, bmax〉 = 0 (4.14)

Now, since |a, bmax〉 is an eigenket of every operator acting on it, and for such can’t be a
null ket, it must hold that

a− b2max − ~bmax = 0

a = bmax(bmax + ~)
(4.15)

Similarly, letting Ĵ− on the ket |a, bmin〉, we obtain that a must also be equal to

a = bmin(bmin − ~)

Hence, it’s obvious that bmax = −bmin, and hence −bmax ≤ b ≤ bmax, with bmax ≥ 0.
Due to how Ĵ+ acts on the eigenkets, it must definitely hold that bmax = bmin + n~, with
n ∈ N.
Then, it must hold definitely that

bmax =
n~
2

Due to convention it’s usual to define directly the eigenvalue j as n/2, hence, we get that

a = ~2j(j + 1) (4.16)

Defining another integer eigenvalue m, such that we have

b = m~ (4.17)

Due to what we found before, j is an half-integer, hence all m must be half-integers too,
and they can only take the following values

m = −j,−j + 1, · · · , j − 1, j︸ ︷︷ ︸
2j+1 times

(4.18)

For a little recap, after renaming a, b with j,m we have that the simultaneous eigenkets of

Ĵ2 and Ĵz are the following

Ĵ2 |j,m〉 = ~2j(j + 1) |j,m〉
Ĵz |j,m〉 = ~m |j,m〉

(4.19)
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§§ 4.2.1 Matrix Elements of the Ladder Operators of Angular Momentum

Now that we have defined the eigenvalues of the Ĵ2 and Ĵz angular momentum operators,
is immediately seen that their tensor representation will be the following:

J2
j,m,j,m

=
〈
j,m

∣∣ Ĵ2 |j,m〉 = ~2j(j + 1)δjjδmm

J
(z)

j,m,j,m
=
〈
j,m

∣∣ Ĵz |j,m〉 = ~mδjjδmm

(4.20)

The first question that might pop up is, then, what are the matrix elements of the ladder

operators? Hence, what’s their action on the eigenkets of angular momentum?

We use the definition in (4.12) in order to find this out. From that equation, we can write

the two following useful relations

Ĵ−Ĵ+ =
(
Ĵx − iĴy

)(
Ĵx + iĴy

)
= Ĵ2

x + Ĵ2
y + i

[
Ĵx, Ĵy

]
= Ĵ2 − Ĵ2

z − ~Ĵz

Ĵ+Ĵ− =
(
Ĵx + iĴy

)(
Ĵx − iĴy

)
= Ĵ2

x + Ĵ2
y − i

[
Ĵx, Ĵy

]
= Ĵ2 − Ĵ2

z + ~Ĵz
(4.21)

Let’s now calculate the matrix elements for these operators, bearing in mind that Ĵ− = Ĵ†
+

〈j.m| Ĵ†
+Ĵ+ |j,m〉 = 〈j,m|

(
Ĵ2 − Ĵ2

z − ~Ĵz
)
|j,m〉 = ~2j(j + 1)− ~2m2 − ~2m

〈j,m| Ĵ†
−Ĵ− |j,m〉 = 〈j,m|

(
Ĵ2 − Ĵ2

z + ~Ĵz
)
|j,m〉 = ~2j(j + 1)− ~2m2 + ~2m

(4.22)

But, we can also write the following relations

Ĵ± |j,m〉 = c± |j,m± 1〉

And, in order to find c±, we impose that
∥∥∥Ĵ± |j,m〉∥∥∥ = 1, and confronting with (4.22), we

can conclude that

|c±|2 = ~2 (j(j + 1)−m(m± 1)) −→ c± = ~
√
j(j + 1)−m(m± 1) (4.23)

And we can conclude, definitely, that the action of the ladder operators will be the following

Ĵ± |j,m〉 = ~
√
j(j + 1)−m(m± 1) |j,m± 1〉 (4.24)

The tensor representations of the operators will then be

J
(+)

j,m,j,m
= ~

√
j(j + 1)−m(m− 1)δmm+1δjj

J
(−)

j,m,j,m
= ~

√
j(j + 1)−m(m+ 1)δmm−1δjj

(4.25)
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§ 4.3 Orbital Angular Momentum

We have seen how a general angular momentum, seen as a generator of rotations can be

quantized, and be represented as an operator. To delve deeper on the physical meaning of

this, we then quantize the classical angular momentum, where it can be written quantum

mechanically as follows

L̂ = q̂ ∧ p̂ = εijkq̂j p̂k (4.26)

It is immediately seen that it satisfies the main commutation relation of angular momentum,

and hence it must be a generator of rotations. In fact, it’s easy to demonstrate that[
L̂i, L̂j

]
= i~εijkL̂k (4.27)

Since this must be a generator of rotations, we can write at the first order the Drehung

operator as follows

D̂z(δφ) = 1−
(
iδφ

~

)
L̂z = 1−

(
iδφ

~

)
(x̂p̂y − ŷp̂x) (4.28)

It’s already clear from the beginning, that letting this act on a ket |x, y, z〉 is uncomfortable,
hence we choose a spherical coordinate set |r, θ, φ〉, and we see that the action, to the first
order, of the Drehung operator will be the following, considering a toy wavefunction |α〉

〈r, θ, φ|
(
1−

(
iδφ

~

)
L̂z

)
|α〉 = 〈r, θ, φ− δφ|α〉 = 〈r, θ, φ|α〉 − ∂

∂φ
〈r, θ, φ|α〉 δφ (4.29)

Since |r, θ, φ〉 is arbitrary, we easily identify the following representation of L̂z

〈ri| L̂z |α〉 = −i~
∂

∂φ
〈ri|α〉 (4.30)

Identically, doing the same evaluation with L̂x and L̂y, we get the following representations

〈ri| L̂x |α〉 = −i~
(
− sinφ

∂

∂θ
− cot θ cosφ

∂

∂φ

)
〈ri|α〉

〈ri| L̂y |α〉 = −i~
(
cosφ

∂

∂θ
− cot θ sinφ

∂

∂φ

)
〈ri|α〉

(4.31)

Now, defining two new ladder operators for orbital angular momentum as L̂±, we have,
combining the representations (4.31), the following result

〈ri| L̂± |α〉 = −i~e±iφ

(
±i ∂
∂θ
− cot θ

∂

∂φ

)
〈ri|α〉 (4.32)

As for Ĵ2, we can write L̂2 as follows

L̂2 = L̂2
z +

1

2

(
L̂+L̂− + L̂−L̂+

)
(4.33)
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Applying to our wavefunction |α〉 we, hence get

〈ri| L̂2 |α〉 = −~2
(
csc2 θ

∂2

∂φ2
+ csc θ

∂

∂θ

(
sin θ

∂

∂θ

))
〈ri|α〉 (4.34)

Which is only the angular part of the Laplacian in spherical coordinates.

Using the property (A.2d) of the tensor εijk, we can also write L̂
2 in operatorial form as

follows

L̂2 = q̂2p̂2 −
(
q̂ · p̂

)2
+ i~q̂ · p̂ (4.35)

Using this last expression, we manage to get the following results

〈ri| q̂j p̂j |α〉 = q̂j
(
−i~ ∂

∂xj
〈ri|α〉

)
〈ri|

(
q̂j p̂j

)2 |α〉 = −~2r ∂
∂r

(
r
∂

∂r
〈ri|α〉

)
Thus, we have

〈ri| L̂2 |α〉 = r2 〈ri| p̂2 |α〉+ ~2
(
r2
∂2

∂r2
+ 2r

∂

∂r

)
〈ri|α〉 (4.36)

Now, having p̂2 in the definition of L̂2, we can write the kinetic energy as follows

T̂ 〈ri|α〉 = −
~2

2m

(
∂2

∂r2
〈ri|α〉+

2

r

∂

∂r
〈ri|α〉 −

〈ri| L̂2 |α〉
~2r2

)
(4.37)

Let’s now write the actual eigenfunctions 〈ri|l,m〉1 of L̂2, L̂z. Solving for both L̂z and L̂
2,

it’s easy to see that they are the Spherical Harmonics Y m
l (θ, φ), hence 〈ri|l,m〉 = Y m

l (θ, φ),
and

L̂zY
m
l (θ, φ) = ~mY m

l (θ, φ)

L̂2Y m
l (θ, φ) = ~2l(l + 1)Y m

l (θ, φ)
(4.38)

The treatment of the spherical harmonics and its derivation is given in the appendices.

§ 4.4 Spin

So far we managed to define how the algebra of angular momentum works, and how the

quantization of orbital angular momentum follows it. A main question arises: due to how

orbital angular momentum is defined, it can only have integer eigenvalues, but as we’ve

seen in the general picture, the eigenvalues can also be half-integers, which cannot be

explained by orbital angular momentum. This problem arises, where there is this kind of

1The two integers l and m, are usually identified in literature as principal quantum number and magnetic
quantum number, respectively, due to experimental reasons
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intrinsic angular momentum, which cannot be defined through the quantization of classical

objects! This new angular momentum, is called Spin Angular Momentum or simply Spin,

and it’s represented through a vector operator Ŝ.
Since it’s an angular momentum, it follows every single commutation rule of a generator of

rotations, hence it satisfies the following rules[
Ŝi, Ŝj

]
= i~εijkSk[

Ŝ2, Ŝi

]
= 0

Ŝ2 |s,m〉 = ~2s(s+ 1) |s,m〉
Ŝz |s,m〉 = ~ms |s,m〉

(4.39)

Due to the previous statements, we already know that s takes half integer values, but using
the algebraic definition of angular momentum, it’s obvious that it can also take integer

values.

The simplest case that comes to mind, is the case where s = 1/2. In this case we have,
since −s ≤ m ≤ s, that

Ŝz

∣∣∣∣12 ,±1

2

〉
= ±~

2

∣∣∣∣12 ,±1

2

〉
Ŝ2

∣∣∣∣12 ,±1

2

〉
=

3~2

4

∣∣∣∣12 ,±1

2

〉 (4.40)

Due to the two different possible values of ms, we can split the ket, in order to have the

following result

Ŝz

∣∣∣∣12 , 12
〉

=
~
2

∣∣∣∣12 , 12
〉

Ŝz

∣∣∣∣12 ,−1

2

〉
= −~

2

∣∣∣∣12 ,−1

2

〉 (4.41)

Immediately, it’s easy to define then, two possible states, either spin “up” or spin “down”.

This new notation follows the previous rules, although adding some day to day physical

intuition that this argument completely lacks:

Ŝz |↑〉 =
~
2
|↑〉

Ŝz |↓〉 = −
~
2
|↓〉

Ŝ2 |↑〉 = Ŝ2 |↓〉 = 3~2

4
|↑〉 = 3~2

4
|↓〉

(4.42)

The Ŝz is diagonal in this basis, hence we can immediately write it in matrix form as follows

Ŝz →
~
2

(
1 0
0 −1

)
(4.43)



CHAPTER 4. ANGULAR MOMENTUM 56

And Ŝ2, as

Ŝ2 → 3~2

4

(
1 0
0 1

)
(4.44)

It jumps immediately to the eye that we’re now working on a 2D Hilbert space. This space

is spanned by the kets |↑〉 and |↓〉, which, due to their nature as spin eigenkets, are called
spinors.

Immediately, a question comes to mind: how do the other spin components act on these

spinors? Firstly, let’s define our spin ladder operators Ŝ± as usual. Since the only possible
values of m are m = −1/2, 1/2 they’ll be represented by the following matrices

Ŝ+ → ~
(
0 1
0 0

)
Ŝ− → ~

(
0 0
1 0

) (4.45)

The ~ pops out remembering the following rule of angular momentum ladder operators

Ŝ± |s,m〉 = ~
√
s(s+ 1)−m(m± 1) |s,m± 1〉 (4.46)

Now it’s easy to answer our first question! We remember how the ladder operators are

defined, and we invert them in order to find how we can define Ŝx and Ŝy in terms of these
operators, their calculation is quite straightforward, and we get

Ŝx =
1

2

(
Ŝ+ + Ŝ−

)
Ŝy =

1

2i

(
Ŝ+ − Ŝ−

) (4.47)

Their representation is then easy to find

Ŝx →
~
2

(
0 1
1 0

)
Ŝy →

~
2

(
0 −i
i 0

) (4.48)

Putting it all together, the Ŝ is then represented as follows

Ŝx →
~
2

(
0 1
1 0

)
=

~
2
σ̂x

Ŝy →
~
2

(
0 −i
i 0

)
=

~
2
σ̂y

Ŝz →
~
2

(
1 0
0 −1

)
=

~
2
σ̂z

(4.49)
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Using index notation, we get that Ŝi =
~
2 σ̂i, where σ̂i is the i-th Pauli matrix for a spin 1/2

system.

These matrices have the following properties, inherited from the properties of Spin

[σ̂i, σ̂j ] = 2iεijkσ̂k

{σ̂i, σ̂j} = 2δij1̂
(4.50)

From these, it’s easy to derive some additional properties

σ̂iσ̂j = δij1̂+ εijkσ̂k

Aij = c0δij + ckσ̂
k

σ̂2 = δij

σ̂iσ̂
i = 3δij

§ 4.5 Addition of Angular Momenta

In order to add up two different angular momenta, we need, first of all, to understand how

the underlying maths works.

The two operators act on two different Hilbert spaces, and the total angular momentum

must act on both. This constraints bring us to the definition of the total angular momentum

Hilbert space, which «must» be given by the tensor product of the two, as follows

H = H1 ⊗H2 (4.51)

The operator Ĵ will then be defined as

Ĵ = Ĵ1 ⊗ 1̂+ 1̂⊗ Ĵ2 (4.52)

From this definition, the two following commutation relations are then obvious[
Ĵ2
2 , Ĵ

2
]
= 0[

Ĵ2, Ĵ2
1

]
= 0

(4.53)

Although, it follows that Ĵ2 and Ĵz
1 , Ĵ

z
2 do not commute.[

Ĵz
2 , Ĵ

2
]
=
[
Ĵ2, Ĵz

1

]
= 2i~

(
Ĵx
1 Ĵ

y
2 − Ĵ

y
1 Ĵ

x
2

)
6= 0 (4.54)

Due to the last relation a common basis of eigenvalues between Ĵ2 and Ĵz
1 , Ĵ

z
2 cannot be

formed, but two choices are possible:

1. Since Ĵ2
1 commutes with Ĵ

2
2 , Ĵ

z
1 , Ĵ

z
2 and each of them commutes, we can utilize a

basis B := |j1,m1〉 ⊗ |j2,m2〉
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2. Since Ĵ2 commutes only with Ĵ2
1 , Ĵ

2
2 , Ĵz, we can also define a second basis C :=

|j1, j2〉 ⊗ |j,m〉

We will then have the following eigenvalues (where we avoid writing the tensor product

between states in order to ease the notation)

Ĵ2 |j1, j2, j,m〉 = ~2j(j + 1) |j1, j2, j,m〉
Ĵz |j1, j2, j,m〉 = ~m |j1, j2, j,m〉
Ĵ2
1 |j1, j2, j,m〉 = ~2j1(j1 + 1) |j1, j2, j,m〉
Ĵ2
2 |l.s.j.m〉 = ~2j2(j2 + 1) |j1, j2, j.m〉

Ĵz
2 |j1, j2,m1,m2〉 = ~m2 |j1, j2,m1,m2〉
Ĵz
1 |j1, j2,m1,m2〉 = ~m1 |j1, j2,m1,m2〉

(4.55)

We can obviously define an unitary transformation in H that lets us switch between the
two basi

|j1, j2, j,m〉 = Û |j1, j2,m1,m2〉 (4.56)

The shape of Û will obviously be that of a projection, and hence we will have the following
result

|j1, j2, j,m〉 =
∑

m1,m2

|j1, j2,m1,m2〉 〈j1, j2,m1,m2|j1, j2, j,m〉 (4.57)

Where here we utilized the completeness relation∑
m1,m2

|j1, j2,m1,m2〉 〈j1, j2,m1,m2| = 1̂

Looking at the braket on the right of (4.57), we immediately see the property of these

coefficients, called Clebsch-Gordan coefficients. These coefficients vanish, unless we have

that m = m1 +m2, but how?

Proof. We know that the following assertation is true(
Ĵz − Ĵz

1 − Ĵz
2

)
|j1, j2, j,m〉 = 0

We simply multiply the relation with 〈j1, j2,m1,m2| and we get our proof

(m−m1 −m2) 〈j1, j2,m1,m2|j1, j2, j,m〉

Where the last braket are our Clebsch-Gordan coefficients

Similarly, we have that the Clebsch-Gordan coefficients are nonzero also if only the Ĵ2

eigenvalue j holds the following values

|j1 − j2| ≤ j ≤ j1 + j2 (4.58)
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One might now ask how many states we can count, after adding the two angular momen-

tums.

We can already count 2j1 + 1 possible values of m1 and 2j2 + 1 values of m2. Summing it

all up we get that there will be N states, counted as follows

N =

j1+j2∑
j=j1−j2

(2j + 1) =
1

2
(2(j1 − j2) + 1 + 2(j1 + j2) + 1) (2j2 + 1)

= (2j1 + 1) (2j2 + 1)

(4.59)

The Clebsch-Gordan coefficients are taken to be real by covention, hence the inverse

coefficients are equal to the coefficient themselves, since it’s a unitary transformation.

Another way that these coefficients can be written, is with the Wigner 3-j symbols, through

this relation

〈j1, j2,m1,m2|j1, j2, j,m〉 = (−1)j1−j2+m
√
2j + 1

(
j1 j2 j
m1 m2 −m

)
(4.60)

The values that the “matrix” can take are tabulated, and therefore, even the Clebsch-Gordan

coefficients.
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5 Quantum Dynamics in 3D

In this chapter, we will treat problems defined by Hamiltonians of the following kind

Ĥ =
p̂2

2m
+ V (r) (5.1)

Where {
p̂2 = pip

i

r̂ =
√
q̂iq̂i

i = 1, 2, 3

Due to this definition, it’s evident that this Hamiltonian is spherically symmetrical, because

it’s easy to show that angular momentum is conserved. In fact[
L̂i, p̂

2
]
=
[
L̂i, q̂

2
]
= 0

Due to how the Hamiltonian is defined, we have[
L̂i, Ĥ

]
=
[
L̂2, Ĥ

]
= 0 (5.2)

Which, indicates that angular momentum is conserved. The fact that the commutator

between every element of the angular momentum and the Hamiltonian brings our problem

to the search of common eigenstates of angular momentum and energy, that for simplicity

we will call |Elm〉.
The secular equations that we need to solve simultaneously are the following three

Ĥ |Elm〉 = E |Elm〉
L̂2 |Elm〉 = ~2l(l + 1) |Elm〉
L̂z |Elm〉 = ~m |Elm〉

(5.3)

Using what we found for angular momentum, we write 〈xi| p̂2 |Elm〉 in spherical coordi-
nates, and, we then get

〈xi| Ĥ |Elm〉 = −
~2

2mr2
∂

∂r

(
r2
∂

∂r

)
ψElm(xi)+

+
~2l(l + 1)

2mr2
ψElm(xi) + V (r)ψElm(xi) = EψElm(xi)

(5.4)
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As we seen for angular momentum, L̂2 takes the angular dependence, hence this equation

can be reduced to a single variable differential equation on r through separation of variable,
utilizing the fact that 〈θ, φ|lm〉 6= 0 for all θ, φ. As a convention, we will call the radial part
REl(r)
We simplify the equation (the radial equation), introducing a new radial function, and an

effective potential 
REl =

uEl(r)

r

Veff (r) =
~2l(l + 1)

2mr2
+ V (r)

(5.5)

The new equation then becomes the following

− ~2

2m

d2uEl

dr2
+ Veff (r)uEl(r) = EuEl(r) (5.6)

Considering the behavior in an infinitesimal ball around r = 0, and supposing that our
potential is regular enough to have limr→0 V (r) = 0, we have that our equation becomes
the following

d2uEl

dr2
=
l(l + 1)

r2
uEl(r) (5.7)

Which has the following general solution

u(r) = Arl+1 +Br−l

For our needs, we set B = 0, since r−l blows up at r → 0. We have now a restriction for
REl, which imposes that REl(r)→ rl for r → 0.
For r →∞ we get a new equation, of simple solution

d2uE
dr2

= κ2uE(r) κ2 = −2mE

~2
> 0 (5.8)

It’s solution is a decaying exponential uE(r) ∝ e−κr

Introducing a new dimensionless variable ρ = κr, we can write our radial function as a
product of the asymptotic behaviors and a new unknown function w(ρ)

uEl = ρl+1e−ρw(ρ)

The function w(ρ) is well behaved, and satisfies the following differential equation

ρ
d2w

dρ2
+ 2 (l + 1− ρ) dw

dρ
+

(
V (ρ/κ)

E
ρ− 2(l + 1)

)
w(ρ) = 0 (5.9)

This equation depends on the potential V (r), hence a formal solution can’t yet be defined.
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§ 5.1 Free Particles and Infinite Wells Revisited

Starting from the radial equation, we define as before ρ = kr and E = ~2k2/2m. Plugging
it all into the radial equation, we then get the following

d2R

dρ2
+

2

ρ

dR

dρ
+

(
1− l(l + 1)

ρ2

)
R(ρ) = 0 (5.10)

This differential equation is solved immediately including the spherical Bessel functions jl, nl,
defined as follows

jl(ρ) = (−1)lρl
(
1

ρ

d

dρ

)l (sin ρ

ρ

)
nl(ρ) = (−1)l+1ρl

(
1

ρ

d

dρ

)l (cos ρ

ρ

) (5.11)

This result can be applied directly to the problem of a particle confined inside an infinite

spherical well (V (ρ) = 0 in r < a) through the imposition of the condition jl(ka) = 0. At
l = 0, 1, 2 the levels are non degenerate, and for l = 0 we then have the following energy
values

Enl = En0 =
~2(nπ)2

2ma
(5.12)

§ 5.2 Isotropic Harmonic Oscillator

The Hamiltonian for a 3D isotropic oscillator can be written as follows

Ĥ =
p̂2

2m
+

1

2
mω2r̂2 (5.13)

We introduce immediately the two following dimensionless variables and introduce them in

the radial equation

E =
1

2
~ωλ

r =

√
~
mω

ρ

We obtain the following equation

d2u

dρ2
− l(l + 1)

ρ2
u(ρ) + (λ− ρ)2u(ρ) = 0 (5.14)

We separate immediately the asymptotic behavior of u(ρ), and since the potential diverges
for r →∞, we write

u(ρ) = ρl+1e−
ρ2

2 f(ρ) (5.15)
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Inserting it back into (5.14), we get an equation on f(ρ)

ρ
d2f

dρ2
+ 2

(
l + 1− ρ2

) df
dρ

+ (λ− 2l + 3)ρf(ρ) = 0 (5.16)

This equation is solvable by writing f(ρ) as a power series, and after manipulating it
analogously to how it’s done for a simple linear quantum harmonic oscillator, we get, after

plugging it back into (5.16)

∞∑
n=2

[(n+ 2)(n+ 1)an+2 + 2(l + 1)(n+ 2)an+2 − 2nan + (λ− 2l + 3)an] ρ
l+1 = 0 (5.17)

Which gives the following recursion relation

an+2 =
2n+ 2l + 3− λ

(n+ 2)(n+ 2l + 3)
an (5.18)

It’s immediate to see that limn→∞ an+2/an = 2/n = q−1, therefore, we get that limρ→∞ f(ρ) ∝
eρ

2
, which gives us a non normalizable wavefunction. Due to this, the series must terminate

for some even q = 2n, which gives the quantization of energy

λ = 2n+ 2l + 3 (5.19)

Which, gives finally

Eql = ~ω
(
2q + l +

3

2

)
= ~ω

(
N +

3

2

)
(5.20)

It’s easy so see how energy is degenerate in l, and how for even (or odd) N we can only

have even (or odd) values for l.
Another way to solve this problem is by seeing how the Hamiltonian is simply the sum of

three Hamiltonians, one for each coordinate

Ĥ = Ĥx + Ĥy + Ĥy

And write each in terms of creation and destruction operators as follows

Ĥi = ~ω
(
η̂†i η̂i +

1

2
1̂

)
Labeling the eigenstates as |nx〉 ⊗ |ny〉 ⊗ |nz〉 = |nx, ny, nz〉, we get then the simple result

Ĥ |nx, ny, nz〉 = ~ω
(
nx +

1

2
+ ny +

1

2
+ nz +

1

2

)
|nx, ny, nz〉

It’s obvious that in this basis, the degeneration is the same of the previous, and it can be

seen changing the basis using the following unitary transformation matrix 〈nx, ny, nz|qlm〉
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§ 5.3 Particle in a Coulomb Potential, Hydrogen Atom

We basically treated most of the common problems in 3 dimensions, but there is one

potential that we didn’t treat in a single dimension that will pop up various times in this

book, especially when we’ll start touching particular themes such as atomic physics and

quantum chemistry: The Coulomb potential.

We write our potential in Gaussian units as follows

V (r) = −Ze
2

r
(5.21)

We already know the shape of this potential and what do the constants really mean, since

we already treated it in the old quantum theory, so we immediately write our Schrödinger

equation, remembering how on the general case, the assumption of V (r) ∝ r−1 brought

the equation (5.9).

Considering that bound states happen only for E < 0 and defining a ρ0 as

ρ0 =

√
−2m

E

Ze2

~
=

√
−2mc2

E
Zα

Where α = e2/~c ≈ 137−1 is the fine structure constant. Inserting everything in (5.9) we

get a particular differential equation

ρ
d2w

dρ2
+ 2(l + 1− ρ)dw

dρ
+ (ρ0 − 2l + 2)w(ρ) = 0 (5.22)

This equation is immediately solved by a confluent hypergeometric function1, with parame-

ters α = l + 1− ρ, γ = 2l + 2 and z = 2ρ, so

w(ρ) = F (2l + 2− ρ0, 2l + 2, 2ρ) (5.23)

Approximating w with a power series for large N we get that

w(ρ) =

∞∑
N=0

(2l + 2− 2ρ0)N
(2l + 2)N

(2ρ)N

N !
≈

∞∑
N=0

(N/2)N (2ρ)N

NNN !
≈

∞∑
N=0

ρN

N !
≈ eρ

Hence, this series must terminate, for some n ≥ Ñ , defined as n = N + l+ 1. This number
is called the principal quantum number2.

Since we defined ρ0 as 2N + 2l + 2, we can write the energy eigenvalues as follows

ρ0 =

√
− E

2mc2
= 2n

1See appendix B.2
2So far we found 3 quantum numbers, n the principal quantum number, l the angular quantum number

and m the magnetic quantum number.
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And therefore, solving for E, we get the energy quantization rule

En = −1

2
mc2

Z2α2

n2
(5.24)

Now we can define properly our eigenfunction 〈r, θ, φ|nlm〉. As we know already the
symmetries of the system, we know it will be composed by a radial part and a spherical

part, multiplied together tensorially. Therefore, we have our wavefunction as follows

ψnlm(r, θ, φ) =
1

(2l + 1)!

(
2Zr

na0

)l

√(
2Z

na0

)3( (n+ l)!

2n(n− l − 1)!

)
F

(
−n+ l + 1, 2l + 2,

2Zr

na0

)
Y m
l (θ, φ)

(5.25)

Where a0 = ~/mcα is Bohr’s radius. The appearance of Bohr’s radius in this equation is not
casual, since the solution of the Schrödinger equation for a Coulomb potential is «identical»

to the direct solution of the equation for a Hydrogen atom (non-relativistic). This finally

closes at least partially all the questions that the old quantum theory left, and gave a proper

solution to the main problem of atomic physics: the Hydrogen atom.



6 Approximation Methods

§ 6.1 Perturbation Theory

Since most problems in quantum mechanics can’t be solved directly, there are various

methods in order to approximate the results. In perturbation theory, we have two main

problems and two cases: time-independent and time-dependent perturbations with or

without degeneration. As a first approach, we will consider nondegenerate and time

independent perturbations.

§§ 6.1.1 Rayleigh-Schrödinger Perturbation Theory, Nondegenerate Case

Let Ĥ be our non directly solvable Hamiltonian, divisible in a sum of a solvable Hamiltonian
Ĥ0 and a perturbation V̂ .

Ĥ = Ĥ0 + V̂ (6.1)

For Ĥ0 we already know the solution of the secular equation, and we label them as follows

Ĥ0 |n0〉 = E(0)
n |n0〉 (6.2)

Where the 0 should be seen strictly as a label, otherwise told.
The full secular equation will then be the following

Ĥ |n〉 =
(
Ĥ0 + V̂

)
|n〉 = En |n〉 (6.3)

It is customary to have V̂ ′ = λV̂ , where 0 ≤ |λ| ≤ 1 is a parameter that can be manipulated
in order to see the effect of the perturbation.

A nice example on how this works is given by a two state system, defined as follows

Ĥ0 = E
(0)
1 |10〉 〈10|+ E

(0)
2 |20〉 〈20|

V̂ = λV12 |10〉 〈20|+ λV21 |20〉 〈10|
(6.4)

In matrix representation, our Hamiltonian will then be the following

Hij =

(
E

(0)
1 λV12

λV21 E
(0)
2

)
(6.5)
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Since it must be (obviously) an Hermitian operator, we have V12 = V21 Calculating the
eigenvalues is simple, and we get

E1,2 =
E

(0)
1 + E

(0)
2

2
±

√
(E

(0)
1 − E

(0)
2 )2

4
+ λ2V 2

12 (6.6)

Since we are considering perturbations tied to a parameter, if λ|V12| <<
∣∣∣∣E(0)−E

(0)
2

1

∣∣∣∣ we
can approximate the square root with a power series, obtaining the following result

E1 = E
(0)
1 +

λ2|V12|2

E
(0)
1 − E

(0)
2

E2 = E
(0)
2 +

λ2|V12|2

E
(0)
2 − E

(0)
1

(6.7)

Which are the perturbation-corrected eigenvalues.

Now it’s simpler to grasp the «formal» development of the theory. We take our two

secular equations (6.2) and (6.3), and rename the difference of eigenvalues found in the

approximation (6.7) as follows ∆n = En − E(0)
n .

Our new approximate Schrödinger equation can then be written as follows(
E(0)

n − Ĥ0

)
|n〉 =

(
λV̂ −∆n

)
|n〉 (6.8)

And now here a little precaution: E
(0)
n − Ĥ0 and λV̂ −∆n «are operators», and must be

treated as such.

Back to our perturbation theory, we see right away that inverting the operator on the left

isn’t the way to go. It may act both on |n0〉 , |n〉, and therefore it’s inverse is ill-defined, but
the right hand side comes to our rescue, and we can impose the following condition as an

Ansatz

〈n0|
(
λV̂ −∆n

)
|n〉 = 0 (6.9)

Now, we want to define properly the inverse of the operator on the left hand side, and we

start by using a complementary projection operator φ̂n defined as follows

φ̂n = 1− |n0〉 〈n0| =
∑
k 6=n

|k0〉 〈k0| (6.10)

Now, in order to well-define the inverse operator we simply apply a projection beforehand

1

E
(0)
n − Ĥ0

φ̂n =
∑
k 6=n

1

E
(0)
n − E(0)

k

|k0〉 〈k0| (6.11)

From the Ansatz (6.9) we have, evidently(
λV̂ −∆n

)
|n〉 = φ̂n

(
λV̂ −∆n

)
|n〉
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So everything looks set up and fine, and it’s tempting to find the perturbed eigenstates

simply by inverting the first operator, but it simply doesn’t work. Why? First of all, for λ→ 0
we «must» have |n〉 → |n0〉, and ∆0, secondly because we need to add the solution to the

homogeneous equation, hence, finally, we get the following result, naming this solution

cn |n〉
|n〉 = cn(λ) |n0〉+

1

E
(0)
n − Ĥ0

φ̂n

(
λV̂ −∆n

)
|n〉 (6.12)

Where we have cn(λ)→ 1 for λ→ 0, and cn(λ) = 〈n0|n〉.
Simplifying the successive equations, we put cn(λ) = 〈n0|n〉 = 1 as our normalization
condition, effectively removing a common multiplicative factor that appears. Then, easing

the notation, we get

|n〉 = |n0〉+
φ̂n

E
(0)
n − Ĥ0

(
λV̂ −∆n

)
|n〉 (6.13)

We also note that, from (6.9) that

∆n = λ 〈n0| V̂ |n〉 (6.14)

Now everything is set. What we are searching depends only on the equations (6.13) and

(6.14), and using the “smallness” of λ we approximate everything using power series, hence

|n〉 =
∞∑
k=0

λk |nk〉

∆n =

∞∑
k=0

λk∆(k)
n

(6.15)

So, in order to evaluate the energy shift up to an order O
(
λN
)
it’s sufficient to equate the

coefficients of the powers of λ, putting simply the following condition∆
(N)
n = 〈n0| V̂ |nN−1〉.

It’s evident how we need to know |nk〉 only up to O
(
λN−1

)
. Adding all this in (6.15), we

get

|n0〉+ λ |n1〉+ · · · = |n0〉+
φ̂n

E
(0)
n − Ĥ0

(
λV̂ − λ∆(1)

n − · · ·
)
(|n0〉+ λ |n1〉+ · · · )

Therefore, for O(λ) we will get the following (remembering that φ̂n∆(1)
n |n0〉 = 0)

|n1〉 =
φ̂n

E
(0)
n − Ĥ0

V̂ |n0〉 (6.16)

For O
(
λ2
)
it gets trickier. Firstly we use the definition of ∆

(2)
n , where

∆(2)
n = 〈n0| V̂

φ̂n

E
(0)
n − Ĥ0

V̂ |n0〉
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Plugging it into the power series approximation up to order 2, we get therefore

|n2〉 =
φ̂n

E
(0)
n − Ĥ0

V̂
φ̂n

E
(0)
n − Ĥ0

|n0〉−

− φ̂n

E
(0)
n − Ĥ0

〈n0| V̂ |n0〉
φ̂n

E
(0)
n − Ĥ0

V̂ |n0〉
(6.17)

Defining Φ̂ = φ̂/(E
(0)
n − Ĥ0), we get the previous equations compacted

|n1〉 = Φ̂V̂ |n0〉

|n2〉 = Φ̂V̂ Φ̂V̂ |n0〉 − Φ̂
〈
V̂
〉
0
Φ̂V̂ |n0〉

(6.18)

It’s evident that there is a trend in how next-order perturbations can be found, in this

not-so-simple pattern.

Written explicitly, it’s evident how this works

|n〉 = |n0〉+ λ
∑
k 6=n

Vkn

E
(0)
n − E(0)

k

|k0〉+ λ2
∑
k 6=n

∑
l 6=n

VklVln

(E
(0)
n − E(0)

k )(E
(0)
n − E(0)

l )
|k0〉−

− λ2
∑
k 6=n

VnnVkn

(E
(0)
n − E(0)

k )2
|k0〉+ · · ·

§§ 6.1.2 Rayleigh-Schrödinger Perturbation Theory, Degenerate Case

What we have defined so far, fails when the eigenstates we perturb are degenerate, since

we supposed that there was only one well-defined eigenvalue E
(0)
n for each eigenket.

Let’s now suppose that we have a system, for which there is a g-fold degeneracy, hence there

are g unperturbed eigenkets |m0〉 for one singleE(0)
D eigenvalue. Let’s define the degenerate

eigenspace as D :=
{
|m0〉 ∈ H

∣∣∣ Ĥ |m0〉 = E
(0)
D |m0〉 , m = 1, · · · , g

}
. In general, the

perturbation breaks the degeneracy, forming a new set of eigenkets |l〉 that do not coincide
with the unperturbed set |l0〉, although we can use the following projection

|l0〉 =
∑

|m〉∈D

〈m0|l0〉 |m0〉

Let’s rewrite the Schrödinger equation for the new states |l〉, and define the projections
π̂0 = |m0〉 〈m0| and its coprojection π̂1 = 1̂− π̂0. The Schrödinger equation then becomes(

E − Ĥ0 − λV̂
)
|l〉 =

(
E − E(0)

D − λV̂
)
(π̂0 |l〉+ π̂1 |l〉) = 0 (6.19)

We separate the equation (6.19) multiplying on the left firstly by π̂0 and then by π̂1(
E − E(0)

D − λπ̂0V̂
)
π̂0 |l〉 − λπ̂0V̂ π̂1 |l〉 = 0(

E + Ĥ0 − λπ̂1V̂
)
π̂1 |l〉 − λπ̂1V̂ π̂0 |l〉 = 0

(6.20)
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From this equation we can then solve for π̂1 |l〉 and π̂0 |l〉

π̂1 = π̂1
λ

E − Ĥ0 − λπ̂1V̂ π̂1
π̂1V̂ π̂0 |l〉(

E − E(0)
D − λπ̂0V̂ π̂0 − λ

2π̂0V̂ π̂1
1

E − Ĥ0λV̂
π̂1V̂ π̂0

)
π̂0 |l〉 = 0

(6.21)

The general approximation to O(λn) will be given from the following general expression

π̂1 |l1〉 =
∑
|k〉/∈D

Vkl

E
(0)
D − E

(0)
k

|k0〉

And, henceforth, in order to solve for O(λ), we get the following equation(
E − E(0)

D − λπ̂0V̂ π̂0
)
π̂0 |l0〉 = 0 (6.22)

The energy shifts ∆(1) will then be the diagonal elements of the perturbation 〈l0| V̂ |l0〉
We can immediately ask why a λ2 appears in (6.21). This is given simply by the substitution
we made in order to get the equation, but we already know that the energy shift at the

first order is E
(1)
i = E

(0)
D + λvi, where vi are the eigenvalues of the operator π̂0V̂ π̂0. We

assume that the degeneracy is completely resolved after the application of the perturbation,

hence we get E
(1)
i = λ(vi − vj) 6= 0. Since there isn’t anymore degeneration in this system,

we solve using nondegenerate Rayleigh-Schrödinger perturbation theory, obtaining the

corrections

π̂0
∣∣l1i 〉 = λ

∑
j 6=i

π̂0
vj − vi

∣∣l0j〉 〈l0j ∣∣ V̂ π̂1 1

E
(0)
D − Ĥ0

π̂1V̂
∣∣l0i 〉 (6.23)

Since π̂0

∣∣∣l0j〉 are eigenvectors of V̂ we get that the energy shift at the second order is simply
∆

(2)
l =

∑
k/∈D

|Vkl|2

E
(0)
D − E

(0)
k

(6.24)

§ 6.2 Variational Methods

Approximating through variational methods is done when searching for approximate ground

states energies E0 when exact values aren’t available.

We start to “guess” the ground state by defining a trial ket
∣∣/0〉. We then define the

following 〈
Ĥ
〉
=

〈
/0
∣∣ Ĥ ∣∣/0〉〈
/0
∣∣/0〉 (6.25)
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T H E O R E M 6.1. There exists an upper bound to E0, hence〈
Ĥ
〉
≥ E0

Proof. We can expand
∣∣/0〉 as follows

∣∣/0〉 = ∞∑
k=0

|k〉
〈
k
∣∣/0〉

Where, Ĥ |k〉 = Ek |k〉, hence it’s an exact eigenket.
We can write Ek = Ek − E0 + E0 and evaluating

〈
Ĥ
〉
we have

〈
Ĥ
〉
=

∑∞
k=0

∣∣〈k∣∣/0〉∣∣2Ek∑∞
k=0

∣∣∣〈k∣∣/0〉2∣∣∣ =

∑∞
k=0

∣∣〈k∣∣/0〉∣∣2 (Ek − E0)∑∞
k=0

∣∣∣〈k∣∣/0〉2∣∣∣ + E0 ≥ E0

Obviously, the equality is given iff
∣∣/0〉 is the exact ground eigenket

This method is really powerful, since for even a poor trial ket we have
〈
k
∣∣/0〉 ∼ O(ε) and〈

Ĥ
〉
− E0 ∼ O

(
ε2
)
.

Another way to say this is saying that if we variate
∣∣/0〉, the Hamiltonian will be stationary

with respect to δ
∣∣/0〉.

This method doesn’t say what shape does the ket
∣∣/0〉 has, hence we must guess them,

using the system as a guide.

Practically, it’s much more useful to define a parameter vector λi which will appear in the

considered eigenket, and then find the minimum of
〈
Ĥ
〉
, imposing the following equation

∂
〈
Ĥ
〉

∂λi
= 0 (6.26)

§ 6.3 Time Dependent Perturbation Theory

§§ 6.3.1 Dirac Interaction Picture

Let’s begin considering a time dependent Hamiltonian that can be split in two parts

Ĥ(t) = Ĥ0 + V̂ (t) (6.27)

Where one piece is time independent and the other is time dependent. We suppose that

Ĥ0 is exactly solvable.

Let’s suppose that at t = 0 the state ket is given by the following relation

|α〉 =
∑
n

cn(0) |n〉 (6.28)
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Where |n〉 is the eigenvalue of Ĥ0.

Our objective is to find some cn(t) such that

|α(t)〉 =
∑
n

cn(t)e
− iEnt

~ |n〉 (6.29)

Now, in order to simplify our problem, we define the Dirac picture, or Interaction picture,

where, having considered our Hamiltonian, we have

|α(t)〉I = e
iĤ0t

~ |α(t)〉S (6.30)

The observables in this picture will be defined as follows, in particular, for our perturbation

V̂ , we have

V̂I = e
iĤ0t

~ V̂ e−
iĤ0t

~ (6.31)

Remembering the relation between Schrödinger and Heisenberg picture, we have that

|α〉H = e
iĤt
~ |α(t0)〉S

|α(t0)〉S = e−
iĤ(t−t0)

~ |α〉

ÂH = e
iĤt
~ Âe−

iĤt
~

(6.32)

Hence, we have that the Dirac interaction picture will satisfy the following time dependent

Schrödinger equation (remembering that i~∂t |α(t)〉I = i~∂t(exp
(
iĤ0t/~

)
|α(t)〉S )

i~
∂

∂t
|α(t)〉I = V̂I |α(t)〉I (6.33)

Where the perturbation takes the place of the Hamiltonian in the time dependent equation.

It is also demonstrable that, for an observable Â, its interaction picture will satisfy the
following differential equation

dÂI

dt
=

1

i~

[
ÂI , Ĥ0

]
(6.34)

It’s obvious that this Dirac Interaction picture is the halfway between a Schrödinger and a

Heisenberg representation picture.

Going back to (6.29), we hae that in interaction picture it will simply become this

|α(t)〉I =
∑
n

cn(t) |n〉 (6.35)

We can now write a differential equation for cn(t).

i~
∂

∂t
〈n|α(t)〉I =

∑
m

〈n| V̂I |m〉 〈m|α(t)〉I (6.36)
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By definition, we have cn(t) = 〈n|α(t)〉I , henceforth

i~
dcn
dt

=
∑
m

Vnme
iωnmtcm(t) (6.37)

Where we have expanded the interaction-picture time dependence, and we have by defini-

tion of frequency

ωnm =
En − Em

~
= −ωmn (6.38)

§§ 6.3.2 Dyson Series

Usually, exact solutions for cn(t) are not available, hence we must find a suitable approxi-
mation for our solution. One good way to start is to suppose that cn(t) can be expressed
via the sum of different functions as follows

cn(t) =
∞∑
i=0

c(i)n

Where c
(i)
n indicates the i−th transition amplitude.

This problem can be attacked, using that c
(0)
n = δin and then using it to define a differential

equation for c
(1)
n (t) and so on. Using operator theory, this problem can be solved even in a

better way.

The time evolution operator in the Dirac picture is defined as follows

|α(t)〉 = ÛI(t) |α〉

For which, we know already that it’s solution to the following ODEi~
dÛI
dt

= V̂I ÛI

Û(t0) = 1̂

This differential equation is equivalent to the following integral equation

ÛI(t) = 1̂− i

~

ˆ t

t0

V̂I(t1)ÛI(t1) dt1

Iterating, we get

ÛI(t) =
∞∑
n=0

∞∏
k=1

(
−i1̂
~

)n ˆ tk−1

t0

VI(tk) dtk (6.39)
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Which is equivalent to writing the following expression

ÛI(t) ≈ 1̂− i

~

ˆ t

t0

VI(t1) dt1 ≈

1̂−
(
−i
~

)2 ˆ t

t0

VI(t1)VI(t2) dt1dt2 + · · ·

· · ·+
(
−i
~

)n ˆ t

t0

ˆ t1

t0

· · ·
ˆ tn−1

t0

VI(t1) · · ·VI(tn) dt1 · · · dtn

Through this approximation, it’s virtually possible to compute ÛI(t) to any order, and
therefore cn(t). This kind of computation is fundamental in fields like atomic physics, as we
will see later.
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7 Identical Particles

While in classical physics, two identical particles can be distinguished, in quantum mechanics

they’re truly indistinguishable. Let’s suppose that we have two particles, for which you have

a configuration (Hilbert) space H1 for the first particle, and H2 for the second particle. The

general state of the system will then be described by a ket in H1 ⊗ H2. Hence, labeling

particle 1 as α and the second as β, we then will write that a state |s〉 can be written as

|s〉 = |α〉 ⊗ |β〉 = |α〉 |β〉 (7.1)

It’s obvious that, since the particles in study are impossible to distinguish, that the state |s〉
can also be written also as |β〉 ⊗ |α〉, hence, for the principle of quantum superposition, we
must have that the most general state will be the following, for a two particle system

|s〉 = c1 |α〉 ⊗ |β〉+ c2 |β〉 ⊗ |α〉 (7.2)

This definition brings us what’s known as exchange degeneracy. This degeneracy brings us

a huge problem, since in this case, the eigenvalue of the complete basis doesn’t completely

define the state ket.

Before diving into the nature of exchange degeneracy, we define a new operator, called

exchange operator, or just P̂ij . It will act as follows:

Let |ai〉 ∈ H1 and |aj〉 ∈ H2, and consider the new state |ai〉 ⊗ |aj〉 ∈ H1 ⊗ H2. We will

have
P̂ij |ai〉 ⊗ |aj〉 = λ |aj〉 ⊗ |ai〉

P̂ij = P̂ji

P̂ 2
ij = 1̂→ λ = ±1

In general, if we have an observable â, such that

âi |ai〉 = a |ai〉
âj |aj〉 = b |aj〉

We get, after applying an exchange transformation

P̂ij âiP̂
−1
ij |ai〉 |aj〉 = a |ai〉 |aj〉

P̂ij âiP̂
−1
ij |aj〉 |ai〉 = a |aj〉 |ai〉
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This is valid only if P̂ij âiP̂
−1
ij = âj , hence, this exchange operator, applied on a system

observable, changes its label, hence basically in which space of the two of the tensor space

H1 ⊗H2 the operator âi will act.
Let’s now consider a general two-particle Hamiltonian. It will be the following

Ĥ =
p̂21
2m

+
p̂22
2m

+ V
(∣∣xi1 − xi2∣∣)+ Ve(x

i
1) + Ve(x

i
2) (7.3)

This Hamiltonian is obviously invariant to exchange of particles, hence
[
Ĥ, P̂12

]
= 0 and

P̂12 is a constant of motion

If we call the Hamiltonian’s eigenket |a1〉 |a2〉, we can select two main common basis
eigenkets as follows

|s〉 = 1√
2
(|a1〉 |a2〉+ |a2〉 |a1〉)

|a〉 = 1√
2
(|a1〉 |a2〉 − |a2〉 |a1〉)

Where they are tied through two operators, the symmetrization operator and the antisym-

metrization operator, defined as follows

T̂+ =
1

2

(
1̂+ P̂12

)
T̂− =

1

2

(
1̂− P̂12

) (7.4)

Hence, applied to a ket |a1〉 ⊗ |a2〉, we have

T̂± (c1 |a1〉 ⊗ |a2〉+ c2 |a2〉 ⊗ |a1〉) =
c1 ± c2

2
(|a1〉 ⊗ |a2〉 ± |a2〉 ⊗ |a1〉)

This finally gives the final symmetry of the system.

§ 7.1 Symmetrization Postulate

We will now delve shortly into quantum statistical mechanics. Here we have two statistics,

Fermi-Dirac statistics and Bose-Einstein statistics. Particles that satisfy Fermi-Dirac statistics

are said to be fermions and those who satisfy Bose-Einstein statistics are said to be bosons.

Under exchange of two particles, we have that, if we indicate with |b〉 bosons and with |f〉
fermions, that for a system of N identical particles

P̂ij

N⊗
i=1

|b〉i = P̂ij |B〉i = |B〉j =
N⊗
j=1

|b〉j

P̂ij

N⊗
i=1

|f〉i = P̂ij |F 〉i = − |F 〉j = −
N⊗
j=1

|f〉j

(7.5)
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This change of sign is dependent from the spin-wavefunction, determining that antisym-

metric particle wavefunctions have half-integer spin, and symmetric particle wavefunctions

have integer spin.

Empirically for fermions (half-integer spin particles), it’s known that they must obey the

Pauli exclusion principle, which states that two identical fermions cannot share the same

quantum state.

For only two fermions, if we want to write the ground state wavefunction, we know that

due to its antisymmetry, it must be the following

|GS〉f =
1√
2
(|f1〉 |f2〉 − |f2〉 |f1〉) (7.6)

This is the only possible configuration. For bosons, instead, we have three possible configu-

rations

|GS〉b = |b1〉 |b1〉 , |b2〉 |b2〉 ,
1√
2
(|b1〉 |b2〉+ |b2〉 |b1〉) (7.7)

§§ 7.1.1 Two Electron System

The most simple system composed by two fermions is the two-electron system. Since it’s

fermionic, we already know that the eigenvalue of the exchange operator must be −1.
Let’s say that our base kets are specified by |i,msi〉 where i = 1, 2 indicates the electron
and msi indicates the particle’s spin magnetic quantum number. The most general state

will then be given by a linear combination of these basis kets as follow

|ψ〉 =
∑
ms1

∑
ms2

|s1, s2,ms1 ,ms2〉 〈s1, s2,ms1 ,ms2 |ψ〉

Or, in terms of wavefunctions

ψjm(xi1, x
i
2) =

∑
ms2

∑
ms1

C(ms1 ,ms2)ψms1ms2
(xi1, x

i
2)

Where with C(ms1 ,ms2) we indicated the Clebsch-Gordan coefficients for the sum of two
spin 1/2 systems.

Analogously, if
[
Ĥ, Ŝ2

tot

]
= 0, we have that the eigenvalues (and hence eigenfunctions)

of the system will be given by the tensor product |E〉 ⊗ |sm〉. Since the wavefunction
associated with |sm〉 is a spinor, we will have that our wavefunction will be given by

ψjm(xi1, x
i
2) = φ(xi1, x

i
2)χ±

With χ± as our basis spinor.
Due to the properties requested by the fermion statistics, we must have that, if χ± = |±〉,
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it «must» be one of these four

|±〉 =



|+〉 |+〉
1√
2
(|+〉 |−〉+ |−〉 |+〉)

|−〉 |−〉
1√
2
(|+〉 |−〉 − |−〉 |+〉)

(7.8)

Applying our exchange operator we have that the first three are symmetric, which are

commonly called triplet states, and the last one is antisymmetric with respect to exchange

of particles, and it’s called a singlet state.

Another particular relation of the particle exchange operator is obvious if we see how it

acts on our kets.

We have that 〈s1s2ms1ms2 | P̂12 |α〉 = 〈s2s1ms1ms2 |α〉, andwe also know that 〈s1s2ms1ms2 |α〉 =
−〈s2s1ms2ms1 |α〉 from the Fermi-Dirac statistic, followed by electrons.
Hence, a full exchange operator P̂12 will be given instead by the tensor product of the

spatial particle exchange operator and the spin exchange operator, as

P̂12 = P̂ p
12 ⊗ P̂

s
12

A thorough application of this theory for s = 1/2 systems will be treated in a further section
where it will be studied together with atomic physics.

§ 7.2 Multiparticle States

As we’ve already seen previously, multiparticle states can be defined as a multiple tensor

product of single particle states. As we’ve already seen, the particle exchange operator is

idempotent, i.e. P̂ 2
ij = 1̂, thus the possible eigenvalues are ±1. It must be noted tho, that

in general [
P̂ij , P̂kl

]
= P̂ijP̂kl − P̂klP̂ij 6= 0 (7.9)

Let’s now consider a 3 particle state. We have that there are 3! possible combinations of
the single particle states |p1〉 |p2〉 |p3〉. If we insist on our symmetrization postulate, we have
that we can either have a single completely antisymmetric state or a single fully symmetric

state. This states must hence be a linear combination of 6 equally probable states, formed

by the tensor product of the different particles. This state is an eigenstate for P̂12, P̂23, P̂13.

Defining a new exchange operator P̂123 = P̂12⊗ P̂13, we have that a completely symmetrical

state can be written, (remember that if two indices are equal then there can’t be a completely

antisymmetric state)
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8 Thermodynamic Systems

§ 8.1 Temperature

§§ 8.1.1 Macroscopic and Microscopic Systems

The study of any branch of natural science must begin with the definition of system

Definition 8.1.1 (System). A system is a finite region of space containing matter inside a

closed surface, known as the wall.

Everything outside of the system, even other systems, that are in interaction with the system

are known as the surroundings of the system.

A system is said to be closed if there’s no matter flux between itself and its surroundings.

The set of the system, surroundings and all the rest is known as universe, and it’s usually

indicated with Ω.

All systems can be studied with two points of view

1. A microscopic point of view (molecular or less)

2. A macroscopic point of view (human scale or more)

Taking as our example system the cylinder chamber of a car, we can define the following

macroscopic coordinates, i.e. descriptors of the system in a macroscopic point of view

1. Mass of gas contained

2. Volume of the chamber

3. Pressure of the gas

4. Temperature of the gas

These coordinates are macroscopic also because

• Do not involve assumptions about the structure of matter, fields or radiation

• Are low in number

• Are fundamental

83



CHAPTER 8. THERMODYNAMIC SYSTEMS 84

• Can be, generally, directly measured

If we instead consider a system from the microscopic point of view, we can define the

system as

1. N particles with energy states Ei

2. Particle interactions with fields and through collisions

And more.

Microscopic systems that can be considered isolated or embedded in other systems are

known as ensemble systems. In microscopic systems, the equilibrium state is defined as the

state with the highest probability, i.e. the state which will have a higher occupation number

or population.

In general, microscopic coordinates

1. Consider the structure of matter, fields and radiation

2. Are many in number

3. Are described by mathematical models and usually not directly measurable

4. Must be calculated using the previous models

In the study of thermodynamics, in the next chapter or two, we will use the macroscopic

description. The major difference with the other branches of science lays in the fact that in

thermodynamics, a macroscopic quantity is always present and defined, known as tempera-

ture.

Generally, in thermodynamics the quantities chosen are known as thermodynamic coordi-

nates, which are macroscopic coordinates that determine the internal state of the system.

Systems for which thermodynamic coordinates can be defined are known as thermodynamic

systems

§§ 8.1.2 Zeroth Law of Thermodynamics

Consider a thermodynamic systemA, for which we can define two independent coordinates,
(X,Y ), the first being a generalized force and the other being a generalized displacement.
We define:

Definition 8.1.2 (Equilibrium State). A state for which the coordinates (X,Y ) are constant
as long as the external conditions don’t change, is known as an equilibrium state

Equilibrium states depend on proximity of other systems and nature of the boundary, if

we put A in contact with another system B with coordinates (X ′, Y ′) we then can define
two types of walls:

Definition 8.1.3 (Adiabatic Walls). If the walls between the system A and B are adiabatic,
then the equilibrium states are independent and possible for each value of (X,Y ) and
(X ′, Y ′)
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Definition 8.1.4 (Diathermal Walls). If the walls between the system A and B are diathermal,
the equilibrium states of the two systems aren’t independent anymore, and thus are defined

only for a set of coordinates (X,Y,X ′, Y ′)

We subsequently define

Definition 8.1.5 (Thermal Equilibrium). Thermal equilibrium is defined as the state achieved

by two or more systems, characterized by a restricted amount of values of system coordinates,

after being put in contact through a diathermal wall.

From the definition of thermal equilibrium, an important law follows

Law 1 (0th Law of Thermodynamics). Suppose that two thermodynamic systems A and
B are separated by an adiabatic wall and simultaneously in contact with a third system C
through a diathermal wall. It follows that if:

• A is in thermal equilibrium with C

• B is in thermal equilibrium with C

Then, A must be in thermal equilibrium with B

Suppose that now that the system A and B are at equilibrium with each other at some
coordinates (XA, YA) and (XB, YB). If we remove the system A, the system B will undergo
a change of state to coordinates (X2, Y2) which must be in thermal equilibrium with the
state (XB, YB). It must follow then that there’s a quantity, known as temperature, which
remains constant during this transformation, thus:

Definition 8.1.6 (Temperature). We define the temperature as the property in common

between states in thermal equilibrium. A change of state with constant temperature (i.e. in

thermal equilibrium) is known as an isothermal transformation or an isothermal process.

Temperature must be a scalar quantity, and it’s usually indicated with T . For each possible
value of T there exists a defined family of isothermal processes.

§§ 8.1.3 Temperature Measurements

In order to define a temperature scale, we choose a thermodynamic system for which are

known its properties, known as the thermometer, and define a set of empirical rules for

assigning a value of T for each isotherm.
Suppose that the system is well described by the generalized force X and the generalized

displacement Y . Then, for defining a temperature scale we will

• Choose a convenient path in the (X,Y ) plane, like Y = const. Then, since one of
the two quantities is fixed, we must have that if the system undergoes an isothermal

process, we must have that

θ = θ(X)

Where θ is our temperature scale
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• We suppose, arbitrarily, that θ(X) ∝ X, thus

θA(X) = aX

The scale that we defined previously has, in particular, that

lim
X→0

θA(X) = 0

I.e. it’s an absolute temperature scale. Examples of absolute scales are the Kelvin and

Rankine temperature scales.

Experimentally, the standard gas for thermometric evaluations is molecular hydrogen H2.

For most thermodynamic scales, being Y = const completely arbitrary, it’s convenient to
define Y = Y1 = const as the triple point of water, it being the point in which liquid water,
ice and vapor exist in the same place and time. This point is measured to be at a temperature

of

TTP = 0.01◦C = 273.16K

From the absolute arbitrary temperature scale we have defined before, defined XTP the

coordinate at which we have the triple point, we have

θA(XTP ) = aXTP = 273.16K=⇒a =
273.16K

XTP

Thus, in general, an absolute thermometric scale can be defined as follows

θA(X) = 273.16
X

XTP
K (8.1)

Thus, it’s possible to define this scale in terms of pressures (generalized forces) or volumes

(generalized displacements), using the triple point coordinates as reference point.

§§§ 8.1.3.1 Temperature Scales

The most common temperature scales are two in the metric system of units and two in the

imperial system. If we use the definition (8.1) for the Kelvin scale, we have

Definition 8.1.7 (Celsius Temperature Scale). Defined by Anders Celsius (SWE), used in the

metric system of units

T (◦C) = T (K)− 273.15

Definition 8.1.8 (Rankine Temperature Scale). Absolute temperature scale defined byWilliam

Rankine (UK), used in the imperial system of units

T (R) =
9

5
T (K)
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Definition 8.1.9 (Fahrenheit Temperature Scale). Temperature scale define by Daniel G.

Fahrenheit (GER), used in the imperial system of units

T (◦F ) =
9

5
T (R)− 459.67

With these definitions we can find conversions between these scales, and for commonly

used scales like Fahrenheit and Celsius we get the following conversion formula

T (◦F ) =
9

5
R (◦C) + 32 (8.2)

Note that the Celsius temperature scale has the same dimensions of intervals of the Kelvin

scale, thus, a temperature difference in Celsius degrees is the same in Kelvins. Thanks to

future concepts, the Kelvin scale will be defined as the absolute scale of temperature, since

it’s tied to energetic properties of the system itself.

§ 8.2 Thermodynamic Equilibrium

§§ 8.2.1 Definition of Equilibrium

Given a thermodynamic system A, any change of coordinates defines a change of state for
the system.

A non-influenced system is known as an isolated system, but these kinds of systems aren’t

important in the study of classical thermodynamics, since these systems can’t be studied

macroscopically.

There are various kinds of equilibrium, namely

• Mechanical equilibrium: equilibrium of forces in the system

• Chemical equilibrium: the system is in mechanical equilibrium and it doesn’t undergo

in spontaneous chemical reactions

• Thermal equilibrium: the system is in mechanical and chemical equilibrium, and there

is no change of coordinates when the system is separated from its surroundings via a

diathermal wall

• Thermodynamic equilibrium: the system is in mechanical, chemical, thermal equilib-

rium contemporaneously

Note that for having thermodynamic equilibrium, all the previously stated equilibriums must

be satisfied, and the system doesn’t undergo in changes of state.

In fact, if a system is not in mechanical equilibrium then the system is in a non equilibrium

state and therefore thermodynamic coordinates cannot be defined, and so goes for the

other equilibriums. Specifically, when the system is in thermodynamic equilibrium, it does

not change state, note instead how instead thermal equilibrium is defined via changes

of state, since in order for a system to be defined in thermal equilibrium undergoes an

isothermal change of state, but still a change of state.
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§§ 8.2.2 Thermodynamic Relationships at Equilibrium

Given any mole of gas, it’s experimentally verifiable that if:

• Fixed volumes and temperature imply that the pressure can’t be chosen

• Fixed pressure and temperature imply that the volume can’t be chosen

• Fixed pressure and volume imply that the temperature can’t be chosen

Clearly, if we use these three coordinates to describe a thermodynamic system, only one of

the two can be chosen.

These relations were found empirically by Gay-Lussac and Boyle.

The first experiment, done by Gay-Lussac deals with the relationship between V and T . It
has been found that, heating a solid with linear length l0 at rest, that

l(T ) = l0 +
∞∑
i=1

ail0∆T
i (8.3)

With ai being numerical coefficients depending on the material composition of the system.
For small temperature variations ∆T , it can be said that

l(T ) ' l0 + al0∆T (8.4)

Here a, is known as the linear thermal dilatation coefficient. In general a > 0, but in nature
materials with a < 0 are found, one of these is water, and all oxides.
Keeping the first order approximation, and using V0 = l30, we can say

V (T ) ' l30 (1 + 3a∆T ) = V0 (1 + β∆T ) (8.5)

The coefficient β = 3a is the volumetric thermal dilatation coefficient. This experiment,
when repeated with fluids, thanks to their incompressibility, gives

T H E O R E M 8.1 (First Law of Gay-Lussac). Given a fluid with volumetric compressibility

β, contained in a volume V0, when undergoing a change of temperature ∆T expands or
contracts following this equation

V (T ) = V0 (1 + β∆T ) (8.6)

If we define the absolute zero of the kelvin scale as the temperature such that V (T0) = 0,
we get

V (T ) = V0
T

T0
(8.7)

If the volume is kept constant and instead the variation of pressure is measured, we

have
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T H E O R E M 8.2 (Second Law of Gay-Lussac). Given a fluid with compressibility β, if
it undergoes a change of temperature at constant volume, the pressure will follow this

equation

p (T ) = p0 (1 + β∆T ) (8.8)

If we use the kelvin scale as defined before, we get

p (T ) = p0
T

T0
(8.9)

Both these laws were derived empirically through experimentation, and give the behavior

of volume and pressure with respect to changes of temperature. One might ask what

happens when temperature is constant, and that’s what has been found by Boyle

T H E O R E M 8.3 (Boyle’s Law). Given a fluid undergoing pressure and volume changes

in thermal equilibrium, then

pV = p0V0 (8.10)

Note that if a gas verifies all the previous laws, we have

pV =
p0V0
T0

T (8.11)

This equation gives the empirical dependencies of the three thermodynamic coordinates,

(p, V, T ) and is for this known as the equation of state.
If we also consider that the volume of the gas is V ∝ n, where n are the moles of gas, one
has

pV = nRT (8.12)

Where R = 8.31J/Kmol is a conversion constant known as the gas constant.
All previous experiments considered that we specifically had what’s called a hydrostatic

system, i.e. a system which has

• Uniform pressure

• Constant mass

• Surface, gravitational and electromagnetic effects can be considered negligible

§§ 8.2.3 Thermodynamic Diagrams

The previous relations can be used to determine what are known as thermodynamic diagrams,

which permit the graphical description of changes of state in a thermodynamic system.

As we saw, of the three coordinates (p, V, T ) only two are independent. Thanks to this,
we can define 2D Cartesian planes which have as coordinates either pV , pT , V T . We
could also define a surface, known as the pV T surface, which describes all the possible
configurations of the system, “extruding” the pV , pT and V T
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§§§ 8.2.3.1 pV Diagrams

Consider now an empirical case of water in thermal equilibrium at 94◦C in a vessel of 2m3.

If the vessel is sealed and there’s no air, it’s seen that water is in equilibrium with its vapor.

It’s notable how, if we map all the possible pV transformations of water, the diagram will
be divided in three zones by what are known as critical isotherms.

These isotherms all coincide in a special point, known as the critical point. An image of

such diagram follows

§§§ 8.2.3.2 pT Diagrams

Pressure-temperature diagrams, are instead useful for defining phase transition isotherms

of the system. Considering water again, three main curves can be defined between the

states of matter. These curves are known as

• Fusion curve

• Sublimation curve

• Vaporization curve

In the first one, along the curve, the set of states described are states of solid-liquid

equilibrium, in the second curve solid-vapor equilibrium and liquid-vapor equilibrium.

At the intersection of these three lines we find the triple point. It’s important to remember

that this point is represented only in this diagram as a point, while in others is instead a

curve.

§§ 8.2.4 Differential Changes of State

In order to properly define a mathematical framework for describing the thermodynamic of

substances, we have to rewrite differential calculus in a way which is physically significant.

Suppose that in a pV diagram, a substance undergoes a really small transition to another
equilibrium state. If the volume changes by a differential dV and the pressure by a differential
dp, we must have

• For any volume V , we have dV << V , but dV is big enough to be considered

macroscopic

• For any pressure p, and consequent molecular perturbations to pressure δpmol, we

must have

δpmol << dp << p

With these considerations, both volume and pressure can be considered as mathematically

continuous functions between the two equilibrium states.
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Remembering that of (p, V, T ) only two of the three are independent, we can define the
differentials of these quantities, since

p = p (V, T )

V = V (p, T )

T = T (p, V )

Thus 

dp =

(
∂p

∂V

)
T

dV +

(
∂p

∂T

)
V

dT

dV =

(
∂V

∂p

)
T

dp+

(
∂V

∂T

)
p

dT

dT =

(
∂T

∂p

)
V

dp+

(
∂T

∂V

)
p

dV

(8.13)

Where, as a subscript of the parentheses, we indicated which of the coordinates is kept

constant.

For volume specifically, we can define two things in particular

1. Volumetric expansivity β as

β =
1

V

(
∂V

∂T

)
p

(8.14)

2. Isothermal compressibility κ

κ = − 1

V

(
∂V

∂p

)
T

(8.15)

Therefore, the differential changes of volume can be described as follows

d log (V ) = βdT − κdp (8.16)

§ 8.3 Work

In general, we can define two kinds of work that can be made by a system, or that the

system can be subjected to:

• External work, which is the one exerted from the system to the surroundings

• Internal work, which is the one exerted from one part of the system to another
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In general, we are only interested in external work in our macroscopic treatment.

Consider now a hydrostatic system contained in a piston chamber with adiabatic walls. By

definition, if the piston has surface S, we define the pressure as

p =
F

S
(8.17)

We now consider an infinitesimal displacement of the piston, with force F . The amount of
work is then, as usual

/dW = F · dr (8.18)

Thus, if the piston moves along the x axis

/dW = pSdx = pdV (8.19)

This work is commonly known as thermodynamic work and shouldn’t be confused with

other kinds of work that might be done from external forces, aka mechanical work.

The main question that pops to mind is how is actually infinitesimal work defined in a

thermodynamic system. The action of the piston itself creates instability, and thus even in

an infinitesimal displacement the gas isn’t anymore in mechanical equilibrium, even for a

small amount of time. An approximation is made in order to make calculations possible, i.e.

the quasi-static approximation, defined as follows

Definition 8.3.1 (Quasi Static Process). A quasi static process is an infinitesimal thermo-

dynamic transformation. Specifically, a quasi static process is one such that the system is

always in a neighborhood of an equilibrium configuration, thus it can be thought as always

being in an equilibrium state. This approximation thus renders our previous calculations

valid.

The “d slashed” differential operator is there to indicate one thing and one thing only:

work is path dependent, as already seen in any course in classical mechanics.

Note that in literature, the previous definition of work tends to differ by a minus sign. It’s

just a convention which simply indicates the sign of work depending whether it’s made on

or by the system. In our case, if the system is making work on the surroundings, like when

it expands, we haveW > 0 and vice versa.
The path dependence of work makes its calculation not always immediate. Thanks to the

existence of the state equation, we can tho define a relationship p(V ) which basically makes
the pressure an integrating factor for work.

§§ 8.3.1 Quasi-static Processes

Let’s start to consider now quasi static processes in ideal gases. We already know that for

an ideal gas the equation of state holds, which is

pV = nRT
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We can then define the implicit dependence p(V, T ) as

p(V, T ) =
nRT

V

In the special case of isothermal processes (constant T ), we can then integrate the work
differential and obtain

WT = nR

ˆ VB

VA

1

V
dV = nR log

(
VB
VA

)
(8.20)

For an isobaric process (p is constant), the integration is trivial and gives

Wp = p (VB − VA) (8.21)

Another special case to consider is when the case study is composed by multiple hydrostatic

systems in thermal equilibrium, separated by a diathermal wall. In this general case, work is

additive thanks to its definition, and the total work of the composite system is none other

than the sum of the work of the single component systems
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9 Heat

As we might have understood, the main study of thermodynamics is changes of state (duh).

There are various ways to induce a change of state in a system:

1. External forces, thus whenW 6= 0

2. Changes in temperatureW = 0, something 6= 0

3. Both at once

That something must be something special, since it’s not mechanical nor an expansion of

the system. This “something” is known as heat.

Definition 9.0.1 (Calorimetric Heat). «Heat» is that quantity that gets transferred between

a system and its surroundings by virtue of temperature only. An adiabatic wall is thus a

heat insulator, while a diathermal wall is a heat conductor.

§ 9.1 First Law of Thermodynamics

§§ 9.1.1 Internal Energy Function

Consider now the last example system that we treated, a simple ideal gas inside an adiabatic

cylinder chamber with a piston. As we saw before, in this special case work is path

independent. The mathematical result that we obtain is that a potential must exist and

is unique. This potential is known as the internal energy of the gas, and for an adiabatic

process gives

WAB = U(pA, VA, TA)− U(pB, VB, TB) (9.1)

In classical thermodynamics, thanks to this result, it’s not needed to know the exact func-

tional shape of the internal energy, but only its difference between the equilibrium points.

Now a little consideration on notation must be given. Thanks to the ideal gas equation of

state, we can always write the internal energy differential with two of the three thermody-

namic coordinates, thus, taking two of the three possible combinations

dU1 =
∂U

∂p
dp+

∂U

∂V
dV

dU2 =
∂U

∂V
dV +

∂U

∂T
dT
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One might mistakenly say that the derivatives with respect to the volume are equal in both

cases, but this is absolutely not true in general.

For avoiding confusion, from now on, the following notation will be used

dU =

(
∂U

∂p

)
T

dp+

(
∂U

∂T

)
p

dT (9.2)

Where the subscript specifies which of the remaining coordinates is being kept constant.

We can now continue with trying to understand how heat fits in our thermodynamic

calculations. Consider a generic system which undergoes two transformations, one adiabatic

and one non-adiabatic.

In the first transformation we already calculated that

W = ∆U

In the second transformation this is not true. Since we’re still working in the realm of physics,

if there are no dissipative processes, as in our case, must be conserved.

As we defined before, there is a heat flow between the system and its surroundings, and

we can write then the first law of thermodynamics

∆U = Q−W (9.3)

This extremely important equation implies three fundamental things:

1. An internal energy function exists

2. Energy is conserved

3. Heat is energy in transit by means of temperature differences.

Note that with this definition, we do not and cannot know heat during processes, but only

its flow, specifically

Q =

ˆ t1

t2

dQ

dτ
dτ

I.e. internal energy is not separable in mechanical (work) and thermal (heat). As with work,

saying that there’s an amount of heat in a body doesn’t make any sense.

As with work, heat is path dependent, and its differential inexact.

With what we have said before, the first law can be rewritten in differential form as

dU = /dQ− /dW (9.4)

Via integration of this equation, it’s possible to easily determine how the coordinates of the

system change.

Note that for a hydrostatic system we have

dU = /dQ− pdV
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§ 9.2 Calorimetry

§§ 9.2.1 Heat Capacity

Consider a system which undergoes a change of state for which there’s a variation of

temperature, we can define a new quantity, the heat capacity, as

C =
/dQ

dT
(9.5)

Since both heat capacity and internal energy are extensive, it’s useful to define the specific

versions of these quantities by dividing them by the number of moles of matter n. Specifically,
said NA Avogadro’s number, we have that

n =
N

NA
=

m

M
(9.6)

WhereM is the molecular weight and NA = 6.022× 1023 mol−1. Thus

c =
1

n

/dQ

dT
(9.7)

Note that heat capacity can assume different values depending on the process!

It’s important to define then the specific heat capacity at constant pressure and constant

volume for hydrostatic processes 
cp =

1

n

(
/dQ

dT

)
p

cV =
1

n

(
/dQ

dT

)
V

(9.8)

Heat capacity has units of E/nT and it’s usually measured in non-standard units, like the
calorie

Definition 9.2.1 (Calorie). A «calorie» indicates the amount of heat necessary to raise the

temperature of water by one degree Celsius. By definition

1 cal = 4.186 J (9.9)

§§ 9.2.2 Calorimeters

A calorimeter is an instrument used to measure heat variations and specific heats of sub-

stances. The simplest calorimeter is the mixture calorimeter, basically an adiabatic container

filled with a defined amount of water.

Consider now the measuring phase. Suppose that we want to find the specific heat of
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some external body with mass mx and initial temperature Tx.
If the water in the calorimeter is at a temperature TH2O with mH2O mass of water. After

the immersion of the external body we will have a heat flow between the two, until the

calorimeter and the body will be in thermal equilibrium at a temperature Teq.
For what we have written before, by definition of specific heat we can write

QH2O = mH2OCH2O (Teq − TH2O)

Qx = mxCx (Teq − Tx)
(9.10)

By virtue of the first law, being the calorimeter adiabatic we must have that the increase in

temperature of the water is only due to the heat flux from the external body, and thus

QH2O = −Qx

Note the minus sign, we must have Q = QH2O +Qx = 0, if this wasn’t satisfied we would
have an adiabatic calorimeter that by calculation is not adiabatic!

Equating and solving for Cx, which is the specific heat that we want to find, we have

Cx =
mH2OCH2O (Teq − TH2O)

mxCx (Tx − Teq)
(9.11)

The passages are omitted, it’s really easy to rederive it, just watch out for the minus sign.

One now might (rightfully) say: «doesn’t the calorimeter have mass, and therefore interfere

with the previous calculation somehow?»

The answer is yes. We therefore must account for this problem by defining an «equivalent

mass» of the calorimeter, i.e. the equivalent mass in water of the calorimeter itself.

For this problem we have that both the water and the calorimeter are always in thermal

equilibrium, thus if we havem1 masses of water withCH2O specific heat, and our calorimeter

with Cc as specific heat with m
? as equivalent mass of it, we have

C = Cc + C1 = (m1 +m?)CH2O

Consider now adding m2 mass of water to the calorimeter, at some temperature T2, if the
calorimeter is at temperature T1 we have that there will be an exchange of heat between
the new mass of water and itself, thus Q1 = −Q2, which implies

(m1 +m?)CH2O (Teq.T1) = −m2CH2O (Teq − T2)

With some easy algebra, solving for m?, our equivalent mass, we have

m? =
m1 (T1 − Teq) +m2 (T2 − Teq)

T1 − Teq
= m2

T2 − Teq
Teq − T1

+m1 (9.12)
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§ 9.3 Heat Flow

§§ 9.3.1 Conduction and Convection

In order to treat heat flow between two bodies, we have to see (empirically) that if we take

a square rod with cross-sectional surface S and temperatures T1 and T2 at its two faces,
that the heat flow between the two parts depends on

• Surface area

• Time

• Temperature differences

• The inverse of the distance between the two parts

If the two faces are distant x, then we can write that

Q = κ

(
ST

x

)
∆T (9.13)

T1, S T2, S

x

Figure 9.1: The experimental rod we use to derive the empirical heat flow equation

Where κ is a proportionality constant known as the «thermal conductivity». If we make
this rod infinitesimal (and why not, consider that not all things can be approximated with

rods), we have, after defining a heat flow vector q as

q =
1

S

/dQ

dT
(9.14)

That, being x→ d3r in the general case,

q =
1

S

/dQ

dt
= −κ∇T (9.15)

This is what’s known as Fourier’s heat equation, which tells us that the heat flux depends

directly on the properties of the medium, contained in κ, and its cross sectional surface.
Note the specific case where the medium is isotropic. We will have that the heat will
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be proportional to the temperature at the point, and thus our heat conduction equation

becomes
∂T

∂t
= −κ∇T (9.16)

Another special case is that of convection. Consider two bodies with conductivity κ1 and
κ2, each thick di. Defined the heat transfer coefficient of the 2 bodies as

hi =
κi
di

(9.17)

Which fits to the empirical heat convection equation or Newton’s law on convection

1

S

/dQ

dt
= h∆T (9.18)

The coefficient h in this case is the total heat transfer coefficient of the system, and can be
intended as an electrical conductance, calculated as follows

1

h
=

1

h1
+

1

h2
(9.19)

This is clearly generalizable to the general case with N bodies using a simple sum.

§ 9.4 Ideal Gases

§§ 9.4.1 Hydrostatic Systems

As we know from what we wrote before, for a hydrostatic system we have

/dQ = dU + pdV (9.20)

Chosen two thermodynamic coordinates, specifically T, V for ease, we have

/dQ =

(
∂U

∂T

)
V

dT +

[(
∂U

∂V

)
T

+ p

]
(9.21)

This is the differential first law for hydrostatic systems.

From this equation we have a new definition for the specific heat C of a system.
Considering an isochoric process (V = const) we have, after deriving with respect to T(

/dQ

dT

)
V

=

(
∂U

∂T

)
V

= CV (9.22)

I.e., the derivative of the internal energy function at constant volume is the heat capacity at

constant volume.

It’s then possible to write, at constant pressure(
/dQ

dT

)
p

= CV +

[(
∂U

∂V

)
T

+ p

](
∂V

∂T

)
p

= Cp (9.23)

Remembering that ∂TV = βV we have, solving for the derivative of the internal energy(
∂U

∂V

)
T

=
Cp − CV

βV
− p (9.24)
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§§ 9.4.2 Joule Expansions

Consider a thermally insulated vessel divided in two compartments with an ideal gas inside

in one and the vacuum on the other compartment. If we remove the wall separating the

gas from the vacuum the gas will rush to fill the vacuum. This kind of expansion is known

as a Joule expansion or a free expansion of the gas.

Since the vessel doesn’t change volume during the expansion of the gas and cannot exchange

heat with its surroundings, the complete process must haveW = Q = 0. If we insert this
into the differential form of the 1st law of thermodynamics we have

dU = /dQ− /dW = 0=⇒U = U0 (9.25)

In general tho, the internal energy is a function of two variables, thus

dU =

(
∂U

∂T

)
V

dT +

(
∂U

∂V

)
T

dV = 0

Since for having /dQ = 0 we must also have dT = 0, we must have that ∂V U = 0 and thus
the internal energy must be dependent only on temperature. For a free expansion we must

then have

dU =
dU

dT
dT (9.26)

it has been studied by Rossini and Frandsen, that for real gases the internal energy depends

also on the pressure, and therefore we now have an idea on how to define ideal gases

§§ 9.4.3 Thermodynamics of Ideal Gases

The previous experiment gives a framework to better define an ideal gas. In general an

ideal gas is defined as a gas which, at the low pressure limit, follows these two equations
pV = nRT(

∂U

∂p

)
T

= 0
(9.27)

The second equation, together with the ideal gas equation of state, creates this ideal gas

that when it expands, the internal energy behaves exactly like if it was a free expansion.

In fact, it’s easy to prove that since(
∂U

∂V

)
T

=

(
∂U

∂p

)
T

(
∂p

∂V

)
T

= 0 (9.28)

Then, by definition

dU =
dU

dT
dT (9.29)
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I.e. It depends only on temperature. Now from the first law we have
/dQ = dU + /dW

/dW = pdV

dU =
dU

dT
dT

(9.30)

Noting that in an isochoric process dU = CV dT , then we have the first law for ideal gases

/dQ = CV dT + pdV (9.31)

Remembering that for every equilibrium state we have

pV = nRT

We can write

pdV = d (pV )− V dp = nRdT − V dp

Hence
/dQ = (CV + nR) dT − V dp (9.32)

Deriving with respect to T again, we have a mathematical relationship between CV and

Cp, known as «Mayer’s relation»

Cp = CV + nR (9.33)

Thus, we get two ways of writing the first law for ideal gases

/dQ = CV dT + pdV

/dQ = CpdT − V dp
(9.34)

Note that in general, the heat capacity depends strongly on the temperature T . This
relationship will be better studied with statistical mechanics later.

§§§ 9.4.3.1 Quasi-static Adiabatic and Polytropic Processes

Let’s consider now quasi-static adiabatic processes, in the specific case of ideal gases. From

the first law, we have that for an adiabatic process{
pdV = −CV dT

V dp = CpdT
(9.35)

we can solve the system quite easily by dividing the two equations, and after defining the

«adiabatic index» of a gas γ as

γ =
Cp

CV
=
cp
cV

(9.36)
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we have
V

p

dp

dV
= −γ (9.37)

Solving this simple differential equation we get

pV γ = κ (9.38)

Where κ ∈ R is a constant. Note that this relationship holds if and only if the process is
quasi-static.

We might want to see the functional definition of work in this process.

We have, for a quasi-static adiabatic transformation between two equilibrium points A and
B

WAB =

ˆ B

A
κV −γdV =

κ

1− γ

(
V 1−γ
B − V 1−γ

A

)
(9.39)

Since κ = pAV
γ
A = pBV

γ
B , we have

WAB =
1

1− γ
(pBVB − pAVA) =

nR

1− γ
(TB − TA) (9.40)

Recognizing from the first law that since /dQ = 0, then

/dW = −dU = −CV dT

Which gives back a new form of Mayer’s relation

CV =
nR

1− γ
(9.41)

Let’s consider now the most generic quasi-static transformation that we might have with

an ideal gas.

The transformation equation must be a tweak of the one we found before, specifically,

instead of having pV γ with γ being the adiabatic index, we might use a parameter α which
can take different values.

Thus

pV α = κ



α = 1 pV = κ, κ = nRT

α = 0 p = κ

α→∞ V = κ

α = γ pV γ = κ

α ∈ R general case

(9.42)

Note that we have managed to define the most generic transformation possible. Note that

since it’s always true that, for an ideal gas

dU = CV dT
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And that in general /dQ 6= 0, we have, noting that we simply substituted γ with the parameter
α, that

/dQ =

(
CV +

nR

1− α

)
dT (9.43)

Defined the polytropic specific heat Cα, we have by definition

Cα = CV +
nR

1− α
(9.44)

Giving us this simple equation for polytropic processes

/dQ = CαdT (9.45)



10 Thermal Engines and Entropy

§ 10.1 Engines

§§ 10.1.1 Heat-Work Conversion

From the first principle of thermodynamics it’s easy to understand how work of any kind

can be converted to heat and vice-versa.

Suppose that we have two heat reservoirs at temperatures T1 < T2. We might construct a
cyclical process between these two sources, which we will call a «thermodynamic cycle».

For any cycle we can define the following quantities

• The total amount of heat absorbed by the system |Qabs|

• The total amount of heat rejected by the system |Qrej |

• The total work done by the system |W |

From these quantities we can define the thermal efficiency of the cycle as

η =

∣∣∣∣ WQabs

∣∣∣∣ (10.1)

From the first law we have
∆U = QT +WT

QT = |Qabs| − |Qrej |
WT = |W |

η =

∣∣∣∣ WQabs

∣∣∣∣
We immediately notice that the first equation must be equal to zero. In fact, dU is an exact
differential, and therefore in any cyclic transformation it’s equal to zero. Mathematically,

we have ˛
γ
dU = U (γ(A))− U (γ(A)) = 0

105
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Plugging in the second and the third equations into the first one, we must have

|W | = |Qabs| − |Qrej |

η = 1−
∣∣∣∣Qrej

Qabs

∣∣∣∣ (10.2)

It’s clear now how a 100% conversion of heat into work makes little sense. In order to have

η = 1 we must have Qrej = 0, and we’ll prove later that this is not possible.

§§ 10.1.2 Stirling Engine

We begin to try to harness, physically, the power of the first (and what will become the

second) principle of thermodynamics by building thermal engines. There are two main kinds

of engines:

• External combustion engines, when the heat sources are outside the system

• Internal combustion engines, when the system itself performs the combustion

The simplest engine, in terms of ease of construction, is the «Stirling engine». This engine is

an external combustion engine which converts heat from fuel to mechanical work, through

the usage of hot air.

In a pV diagram, the cycle that the hot air makes is described by two isotherms, one at the
combustion temperature TH and one at a lower temperature TL. The cycle is completed by
two isochoric processes. The processes between the equilibrium points of the system are

• A → B Isothermal compression of the gas in contact with the low temperature
reservoir at TL, here the system rejects heat QAB

• B → C Isochoric heating of the gas. Here the gas heats up while in contact with the
hot reservoir, absorbing heat QBC

• C → D Isothermal expansion of the gas in contact with the hot reservoir at TH . The
gas absorbs heat QCD

• D → A Isochoric cooling of the gas. Here the gas is in contact with the cold reservoir
and rejects heat QDA

We have, by definition

|QH | = |QH1|+ |QH2|
|QL| = |QL1|+ |QL2|

(10.3)

Quick spoiler: thanks to the first law of thermodynamics these heats are explicitly calculable.

From the first principle we have that in the isochoric heating and cooling we must have
/dW = 0, /dQ = dU

/dQBC = /dQDA = CV dT
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Thus, integrating on these two transformations we get{
QBC = CV (TH − TL)
QDA = −CV (TH − TL)

On the isothermal compression and expansion instead we have, from the first principle

dU = 0, and thus /dQ = pdV . Using the equation of state of ideal gases for writing the
explicit functional relationship between p and V , we have

QCD = nRTH

ˆ D

C

1

V
dV = nRTH log

(
VD
VC

)
QAB = nRTL

ˆ B

A

1

V
dV = nRTL log

(
VB
VA

)
= −nRTL log

(
VD
VC

) (10.4)

After indicating the volumetric compression ratio r as

r =
Vmax

Vmin
=
VC
VB

=
VD
VA

(10.5)

We have {
Qabs = QBC +QCD = ncV (TH − TL) + nRTH log (r)

Qrej = QDA +QAB = − [ncV (TH − TL) + nRTL log (r)]
(10.6)

Thus

η = 1−
∣∣∣∣Qrej

Qabs

∣∣∣∣ = 1 +
Qrej

Qabs
= 1− ncV (TL − TH)− nRTL log (r)

ncV (TH − TL) + nRTH log (r)
(10.7)

Which, rearranging, becomes

ηS =
R (TH − TL) log (r)

cV (TH − TL) +RTH log (r)
(10.8)

§§ 10.1.3 Internal Combustion Engines

§§§ 10.1.3.1 Otto Engine

The first internal combustion engine that we will treat is the Otto engine, commonly known

as the four-stroke engine. The gas makes a cycle which might seem similar to the Stirling

cycle, but this is quickly disproved by noting that the two isothermal processes are substituted

by two adiabatic processes. Since during an adiabatic process Q = 0, we must have that
the heat absorbed and rejected by the system must come from the isochoric processes.

The heats in these two transformations are{
QBC = ncV (TC − TB)
QDA = ncV (TA − TD)
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Using the equation of state and the adiabatic process equation, we have{
pV = nRT

pV γ = κ
=⇒TV γ−1 = κ (10.9)

Thus {
TCV

γ−1
C = TDV

γ−1
D

TAV
γ−1
A = TBV

γ−1
B

=⇒


TC
TD

=

(
VD
VC

)γ−1

TA
TB

=

(
VB
VA

)γ−1

=

(
VC
VD

)γ−1
(10.10)

Indicated again the compression ratio

r =
VD
VC

We get 
TC
TD

= rγ−1

TA
TB

= r1−γ =
TD
TC

(10.11)

Thus

ηO = 1 +
QDA

QBC
= 1 +

TA − TD
TC − TB

= 1 +
TB

TD
TC
− TD

TC − TC
TB
TA

After some algebra for rearranging the terms, we get

ηO = 1 +
TB
TA

TD
TC

(1− TC)
TC
TD

(TD − 1)
= 1 +

TD
TC

1− TC
TD − 1

After again some algebra, we get for the Otto engine the following efficiency

ηO = 1− 1

rγ−1
(10.12)

§§§ 10.1.3.2 Diesel Engine

The Diesel engine is another example of internal combustion engine. It’s also a four-stroke

engine, but the cycle is different from the previous. We have

1. A→ B The gas undergoes an adiabatic compression until combustion starts

2. B → C Isobaric expansion of the gas after combustion, the gas absorbs QBC from

the hot reservoir

3. C → D Adiabatic expansion of the gas
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4. D → A Isochoric cooling of the gas, the gas rejects QDA to the cold reservoir

The heats can be calculated immediately, and we have{
Qabs = QBC = ncp (TC − TB)
Qrej = QDA = ncV (TA − TD)

(10.13)

From the adiabatic compression and expansion we get similarly to the Otto engine

{
TAV

γ−1
A = TBV

γ−1
B

TCV
γ−1
C = TDV

γ−1
D

=⇒


TA
TB

=

(
VB
VA

)γ−1

TC
TD

=

(
VD
VC

)γ−1

For the efficiency we have, since the parts of the cycle where the gas absorbs and rejects

heat are two and two only, we can write immediately

ηD = 1 +
QDA

QBC
= 1− cp (TD − TA)

cV (TC − TB)
(10.14)

After defining the «combustion ratio» rc and the compression ratio r defined as follows
rc =

VC
VB

r =
VA
VB

(10.15)

We have, after some tedious algebra

ηD = 1− 1

rγ−1

(
rγ−1
c − 1

rc − 1

)
(10.16)

§§§ 10.1.3.3 Brayton Engine

Another particular type of engine is the «Brayton engine», this engine cycle is used in

turbojet engines and in turbines in general. This cycle is also particular and works with

adiabatic and isobaric transformations as follows

1. A→ B Adiabatic compression of the gas until the combustion point

2. B → C Isobaric expansion of the ignited gas, QBC gets absorbed from the hot

reservoir

3. C → D Adiabatic expansion of the gas

4. D → A Isobaric compression of the gas, QDA gets rejected to the cold reservoir
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As before, it’s straightforward to calculate the rejected and absorbed heat, and we have{
Qabs = QBC = ncp (TC − TB)
Qrej = QDA = −ncp (TD − TA)

(10.17)

Without calculating for the temperature coordinates, since the calculation is similar to the

previous one, after defining the «pressure compression ratio» rp as

rp =
pC
pB

(10.18)

We get for the efficiency of the Brayton cycle

ηB = 1− 1

r
γ−1
γ

p

(10.19)

§§ 10.1.4 Carnot Engine

The most important, and the simplest engine is the one created by Sadi Carnot. This cycle is

composed by four transformations between two heat reservoirs at temperatures TH > TL.
The cycle goes as follows

1. A→ B The gas undergoes an isothermal expansion in contact with the hot reservoir
at TH , absorbs QAB

2. B → C Adiabatic expansion of the gas

3. C → D Isothermal compression of the gas in contact with the cold reservoir at TL,
rejects QCD

4. D → A Adiabatic expansion of the gas

We have, by definition, that the rejected and absorbed heats are
Qabs = QAB = nRTH

ˆ B

A

1

V
dV = nRTH log

(
VB
VA

)
Qrej = QCD = nRTL

ˆ D

C

1

V
dV = −nRTL log

(
VD
VC

) (10.20)

From the two adiabatic processes we get{
THV

γ−1
B = TLV

γ−1
C

TLV
γ−1
D = THV

γ−1
A

=⇒ TL
TH

=

(
VA
VD

)γ−1

=

(
VB
VC

)γ−1

(10.21)

Defined the compression ratio

r =
VA
VB

=
VD
VC
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We have, for the efficiency of the Carnot cycle

ηC = 1 +
TL log

(
VD
VC

)
TH log

(
VB
VA

) = 1 +
TL
TH

log(r)

log
(
1
r

) = 1− TL
TH

(10.22)

The fact that the efficiency of an ideal Carnot cycle depends only on the temperature of

the two reservoirs is an extremely important condition that we will derive after defining

irreversibility and the second law of thermodynamics.

§ 10.2 Second Law of Thermodynamics

The second law of thermodynamics can now be derived from empirical facts. The experience

of scientists with engines and work-heat conversion made sure that some fundamental

conditions could be written down.

The first one is the so called Clausius statement of the second law of thermodynamics

T H E O R E M 10.1 (Clausius Statement). It’s not possible to transfer heat from a cold

reservoir to a hot reservoir without introducing work in the system, i.e. it’s not possible to

build a refrigerator which transfers heat without work

Another statement, which was a more operative statement, was written down by Kelvin

and Planck

T H E O R E M 10.2 (Kelvin-Planck Statement). It’s not possible to build a thermal engine

for whichW = Q, i.e. it’s not possible to build a machine which converts heat from a hot
source to work without rejecting heat to a cold source

These statements are equivalent, and it’s demonstrable as follows

Proof. Suppose that the Clausius refrigerator exists, then we will have that if there’s a cold

source at T1 and a hot source at T2, this engine will extract Q2 from the cold source and

reject Q2 to the hot source.

Suppose that now we connect in parallel another machine which extracts Q1 from the hot

source at T1 and rejects Q2 to the cold source at T2. Calculating the total heat transfer
from the two heat reservoirs we will have{

QH = Q2 −Q1

QL = Q2 −Q2 = 0
(10.23)

These two connected machines complete a thermodynamic cycle, thus we will have

W = Q2 −Q1, QL = 0

But, this machine is exactly a Kelvin-Planck machine, since it’s converting 100% of the heat

taken form the hot source into work, without rejecting heat to the cold source.
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Let’s work the other way around and suppose that a Kelvin-Planck machine exists. This

machine will take Q1 from a hot source at T1 and converts it all into work. Suppose that
we connect in parallel a refrigerator, which takes Q2 from the cold source at T2 and with
the work of the KP machine rejects Q1 +Q2 to the hot source.

If we again check the total heat transfer between the reservoirs we have that{
QH = (Q1 +Q2)−Q1 = Q2

QL = −Q2
(10.24)

Thus, the two connected machines behave like a Clausius refrigerator, taking Q2 from a

hot source and rejecting Q2 to the hot source, without any work.

It’s clear that these two statements are therefore equal, even if they look different.

These statements are what’s called the «second law of thermodynamics», which can be

summarized in

• Heat flow from a cold to a hot source is possible if and only if work is done on the

system

• Spontaneous heat flow can happen only from a hot source to a cold one

• It’s impossible to have a machine with 100% efficiency

§§ 10.2.1 Reversibility and Irreversibility

From the second law of thermodynamics it’s clear that not all processes are equal, and

especially not all processes are reversible. Irreversibility is a fundamental part of nature, and

it can be divided into two main kinds of irreversibility:

• External irreversibility

• Internal irreversibility

In order to understand what irreversibility really is, we need to define reversibility

Definition 10.2.1 (Reversible Process). Consider a process from a state A to a state B. If
during this processQ heat is transferred andW heat is transferred, it’s said to be «reversible»

if and only if going back from B to A −Q heat gets transferred and −W work is done

Consider now some isothermal mechanical transformations, like the irregular stirring of

a viscous fluid or the inelastic deformation of a solid in contact with a heat reservoir. For a

complete restoration to the initial state we must have that Q heat must be extracted from
the reservoir and completely transformed into work, which is a violation of the Kelvin-Planck

statement.

If the same process is made in a thermally insulated container, there must be a rise in

temperature T , thus ∆U 6= 0. In the backwards process we will have Q = ∆U which
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is completely converted into work, again violating Kelvin-Planck, therefore, all processes

exhibiting dissipative effects are irreversible and work gets dissipated into internal energy.

These are examples of «external mechanical irreversibility».

If we have a process that transforms internal energy into mechanical energy and then again

into internal energy, like a free expansion or the snapping of a stretched wire, we’re looking

at a case of «internal irreversibility». Take the free or Joule expansion. There will be a

change of state from A = (Vi, T ) to B = (Vf , T ). For a complete restoration of the system
till the first state we must have an isothermal compression till the volume Vi, where there
is no friction, hence the transformation is quasi-static and work is made from an external

machine.

Since W < 0, we have Q < 0 and therefore Q = −W , which is again a violation of
Kelvin-Planck, making this process irreversible.

Consider now instead a finite transfer of heat between a system and a reservoir, with

temperature difference ∆T . Suppose that we have conduction from the system to the
reservoir if Tr < Ts. In order to have a reversible process, for transferring heat back to the
system from the reservoir we must have a self-acting device between the two temperatures,

i.e. a Clausius refrigerator, violating the second law.

This is known as a process exhibiting external thermal irreversibility.

The same can be said with chemical process. We have that all chemical reactions which

involve a change of structure must be irreversible. More generally, all spontaneous natural

processes are irreversible.

In general we can define again reversibility as

Definition 10.2.2 (Reversible Process). A process is said to be «reversible» if and only if

thermodynamic equilibrium conditions are satisfied and there are no dissipative phenomena,

i.e.

1. It’s a quasi static process

2. There is no energy dissipation

Therefore, it’s an ideal process.

§§ 10.2.2 Carnot Theorem and Absolute Temperature

One of the main consequences of the second law of thermodynamics is what’s known as

the «Carnot theorem»

T H E O R E M 10.3 (Carnot). No heat engine can have an efficiency higher than its

Carnot equivalent

Proof. Given an engine working between two reservoirs at temperatures TH > TL, we
define the Carnot equivalent engine as the engine with the same efficiency as the Carnot

machine

ηC = 1− TL
TH

=

∣∣∣∣ WQH

∣∣∣∣
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The Carnot engine will hence absorb QH from the hot reservoir, perform work |W | and
reject |QC | = |QH | − |W | to the cold reservoir.
Consider now a second engine which performs the same amount of work, but absorbs

|Q′
H | from the hot reservoir and rejects |QC | = |W | − |Q′

H | heat to the cold reservoir

η =

∣∣∣∣ WQ′
H

∣∣∣∣
I.e. it will absorb Q′

H from the same hot reservoir.

Let’s assume that η > ηC , thus∣∣∣∣ WQ′
H

∣∣∣∣ > ∣∣∣∣ WQH

∣∣∣∣=⇒|QH | >
∣∣Q′

H

∣∣
Now suppose that we reverse the Carnot engine and take in the work |W | produced by the
second machine. We will have that the total rejected heat to the cold source will be

Qrej = (|QH | − |W |)−
(∣∣Q′

H

∣∣− |W |) = |QH | −
∣∣Q′

H

∣∣
Since in order to have η > ηC we must have |QH | > |Q′

H | we have that Qrej > 0, and
the complete machine is a Clausius refrigerator which transfers |QH | − |Q′

H | from a cold
to a hot reservoir without performing work, therefore in order to have the second law of

thermodynamics hold we also must have, for any machine

η ≤ ηC (10.25)

Corollary 10.2.1 (Equality of Carnot Efficiencies). All Carnot engines, working between two

reservoirs, have the same efficiency η.

Proof. Suppose that we have two Carnot engines with η1 being the efficiency of the first
and η2 being the efficiency of the second.
Suppose that the engine 1 is driving the engine 2 backwards. Thus

η1 ≤ η2

If we reverse both engines, we will then have engine 2 driving engine 1 backwards, i.e.

η2 ≤ η1

Therefore, since the reservoirs are the same, the only way to support both statements is

that

η1 = η2 (10.26)
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This theorem and its corollary are fundamental for defining an absolute temperature

scale, also known as the thermodynamic temperature. We have proven that due to the

second law of thermodynamics

1. All (reversible) Carnot engines working between two reservoirs are equal

2. The efficiency of any Carnot machine working between T2 < T1 is always

η12 = 1− T2
T1

From the definition of efficiency itself, we also have

η = 1−
∣∣∣∣Q2

Q1

∣∣∣∣ ∝ ϕ (T1, T2)

With ϕ(T1, T2) being a random, smooth enough function of the temperatures of the two
reservoirs.

Solving for the heats we have∣∣∣∣Q1

Q2

∣∣∣∣ = 1

1− ϕ (T1, T2)
= f (T1, T2)

Where f is another smooth enough, random, function of the temperatures only. We have
therefore found that heat (as we thought before) depends only on temperature.

In order to better determine the functional shape of f , we take three temperatures T1 >
T2 > T3 and plug three Carnot machines working between them, then∣∣∣∣Q1

Q2

∣∣∣∣ = f (T1, T2)∣∣∣∣Q1

Q3

∣∣∣∣ = f (T1, T3)∣∣∣∣Q3

Q2

∣∣∣∣ = f (T3, T2)

From the second and the third equation it’s then possible to see that∣∣∣∣Q1

Q2

∣∣∣∣ = f (T1, T2) =
f (T1, T3)

f (T2, T3)
=
ψ (T1)

ψ (T2)
=
T1
T2

(10.27)

Note how the constraint on f imposes that it must be a different function of a single variable,
which, for the pleasure of everyone can just be taken to be the absolute temperature of the

reservoir.

This temperature can be calculate to give, at the triple point of water, the already well

known value of

TTP = 273.16 K (10.28)

The units there are the usual Kelvins of thermodynamics.
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§§ 10.2.3 Entropy

All the previous statements, albeit bulky in words, can be “shortened” mathematically with

the introduction of a new quantity, known as the (thermodynamic) «entropy function».

Suppose again that we have a generic engine with efficiency ηG working between two
reservoirs at absolute temperatures TC < TH .
Due to Clausius’ theorem we will have

ηG = 1 +
QC

QH
≤ 1− TC

TH
= ηC

With ηC being the efficiency of a Clausius engine working between the same two reservoirs.
Rearranging, we will get

QL

TL
+
QH

TH
≤ 0 (10.29)

And, imagining the presence of infinite reservoirs between the two temperatures, we can

generalize everything to an integral

ˆ H

C

/dQ

T
= SH − SC ≤ 0 (10.30)

Thanks to the fundamental theorem of calculus we have defined a primitive function S,
known as entropy.

By definition, then, the absolute temperature becomes an «integrating factor» for the

inexact differential /dQ, as was the pressure the integrating factor for work.
We thus have

/dQ = TdS (10.31)

Suppose now that we have two generic equilibrium states A and B. If we perform a
reversible transformation from A to B and vice versa we will have

˛
dS =

ˆ B

A

/dQ

T
−
ˆ B

A

/dQ

T
= 0 (10.32)

I.e., in a reversible cycle the total entropy will always be equal to zero. The equality is clear,

since we have defined the cycle reversible, i.e., from (10.29) considering the two points

we have chosen and the reversibility of the transformation, we must choose the equality

instead of them being less than 0.

It’s important to note that the equality holds if and only if the process in study is reversible. It

does not hold for irreversible processes, albeit it’s still possible to define an entropy function

even in that case.

Consider now this special case, where the process A to B is irreversible, while the process
B to A is reversible.
We will have in the full cycle

˛
/dQ

T
=

ˆ B

A

/dQ

T
−
ˆ B

A
dS < 0
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Where we used the equality (10.2.3) in the reversible part. Indicating the result of that

integral simply as ∆S, we will have that, thanks to the generality of the irreversible path
chosen between A and B, that entropy increases in irreversible paths

∆S >

ˆ
/dQ

T
> 0 (10.33)

All statements can be simply written in a single equation as

∆S ≥
ˆ

/dQ

T
(10.34)

Consider now the two separate processes that the system performs and the surrounding

environment performs. Said ∆Ssurr as the entropy variation of the surroundings and ∆Ssys
the one of the system, thanks to the definition of system and surroundings we can define

the entropy variation of the universe, ∆SΩ, and therefore

∆SΩ = ∆Ssurr +∆Ssys ≥ 0 (10.35)

For irreversible transformations, this reduces to the principle of increase of the entropy of

the universe. This is the mathematical formulation of the second law of thermodynamics.

With these definitions we can rewrite the first law of thermodynamics in a way that includes

the second law. Imposing (10.2.3) we get

dU = TdS − /dW (10.36)

Which, considering only ideal gases and thermodynamic work, becomes

dU = TdS − pdV (10.37)

It’s clear that then, the “natural” variables of internal energy are entropy and volume

Unat = U(S, V )

§§§ 10.2.3.1 TS Diagrams

The definition of entropy as a state variable lets us design a new kind of thermodynamic

diagram, known as the «T-S diagram».

For the definition of the functional relations that get drawn on this diagram, for an ideal gas,

we can calculate the generic functional dependency of entropy with respect to pressure,

volume and temperature.

Rewriting the relationship (10.37) in terms of entropy, we have

TdS = dU + pdV
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Which can directly be integrated after taking into account the equation of state pV = nRT
and dU = ncV dT .

∆S(T, V ) = ncV

ˆ B

A

1

T
dT + nR

ˆ B

A

1

V
dV = ncV log

(
TB
TA

)
+ nR log

(
VB
VA

)
In terms of the other two combinations of state variables, we have after algebraic manipula-

tion of the differentials, remembering that:{
pdV = d (pV )− V dp

d (pV ) = nRdT

We have that entropy can be rewritten as follows

TdS = n (cV +R) dT − V dp = ncpdT − V dp

Or, also, noting that

T =
pV

nR
=⇒dT =

1

nR
(pdV + V dp)

Entropy can be rewritten again as

dS =
ncV
p

dp+
ncp
V

dV

The integration of the previous differential forms are trivial. One thing to note is that in the

case of an adiabatic and reversible transformation (isoentropic), we will have by definition

dS = 0

for the second law of thermodynamics, is important to remember that when the process is

irreversible the previous equation does not hold anymore, since dS 6= /dQ at that point, and
we will have

dS > 0



11 Thermodynamic Potentials

§ 11.1 Maxwell Relations

By looking at the differential relationship that includes the second and the first law of

thermodynamics, if we count that the thermodynamic variables (p, V, T ) are deeply tied by
the equation of state, we might imagine to construct new exact differentials using Legendre

transforms.

Definition 11.1.1 (Legendre Transform). Given a smooth enough scalar field f : Rn → R,
which satisfies the equation (without loss of generality n = 2)

df = udx+ vdy

Can be «Legendre-transformed» into a new function g(u, y), called the «characteristic
function», which satisfies

dg = −xdu+ vdy

The transformation can be obtained from the differentials themselves noting that:

udx = d (ux)− xdu

We have then

dg = udx+ vdy − d (ux)

I.e.

dg = df − d (ux)=⇒g = f − ux (11.1)

An example of Legendre transforms in physics is given by the derivation of the Hamiltonian

function from the Lagrangian of a system

The reduction to two variables immediately jumps to eye as something already seen

before in thermodynamics. We can therefore think to define multiple characteristic functions

for describing thermodynamic systems.

We begin from the internal energy. We know that U has natural variables (S, V ), thus its
use is convenient only when dealing with changes in volume and entropy.

We might want to define a new characteristic function in terms of pressure and entropy via

a Legendre transform. This function is known as «enthalpy».

119



CHAPTER 11. THERMODYNAMIC POTENTIALS 120

Definition 11.1.2 (Enthalpy). Given the internal energy of a system as

dU = TdS − pdV

We can define the enthalpy H as the Legendre transform of U with respect to p, thus

dH = dU + d (pV ) = TdS + V dp (11.2)

Another convenient characteristic function is given by the Legendre transform of U with
respect to T , known as the free energy, or the Helmholtz free energy

Definition 11.1.3 (Helmholtz Free Energy). Given the internal energy of a system, we define

the Helmholtz free energy F as the Legendre transform of the internal energy with respect
to temperature

dF = dU − d (TS) = −SdT − pdV (11.3)

The same approach can be repeated with enthalpy, obtaining the Gibbs free energy

Definition 11.1.4 (Gibbs Free Energy). Given the enthalpy function, if we apply a Legendre

transform with respect to the temperature T , we get the Gibbs Free Energy G as

dG = dH − d (TS) = −SdT + V dp (11.4)

All these potentials are deeply tied, and one can be recovered from another one through

sequences of Legendre transforms, with respect to temperature, pressure, entropy and

volume.

In general, explicitly writing the natural variables of each potential, we can put them all

together in a system 
dU (S, V ) = TdS − pdV
dH (S, p) = TdS + V dp

dF (T, p) = −SdT − pdV
dG (T, V ) = −SdT + V dp

(11.5)

Being potentials also includes the fact that these are all exact differentials, which we re-

member in the following definition.

Definition 11.1.5 (Exact Differential). Given a differential form ω, defined as

ω = A(x, y)dx+B (x, y) dy
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It’s said to be «closed» if and only if dω = 0, where

dω =

(
∂A

∂y
− ∂B

∂y

)
dxdy = 0

It’s «exact» if and only if exists a potential function f ∈ C2 such that

df = ω=⇒


∂f

∂x
= A(x, y)

∂f

∂y
= B(x, y)

An exact differential form is necessarily closed, since dω = d2f = 0 by definition of the
differential operator.

Note that then, also

∂2f

∂x∂y
=
∂A

∂y
=
∂B

∂x
=

∂2f

∂y∂x

Thanks to Schwartz’s theorem for C2 functions, we know already that the two mixed

derivatives are necessarily equal.

The previous statements lets us find what are known as the Maxwell relations between

the thermodynamic variables. We have

dU = TdS − pdV=⇒
(
∂T

∂V

)
S

= −
(
∂p

∂S

)
V

dH = TdS + V dp=⇒
(
∂T

∂p

)
S

=

(
∂V

∂S

)
p

dF = −SdT − pdV=⇒
(
∂S

∂V

)
T

=

(
∂p

∂T

)
V

dG = −SdT + V dp=⇒
(
∂S

∂p

)
T

= −
(
∂V

∂T

)
p

(11.6)

Also: 

p = −
(
∂U

∂V

)
S

=

(
∂F

∂V

)
T

V =

(
∂H

∂p

)
S

=

(
∂G

∂p

)
T

T =

(
∂U

∂S

)
V

=

(
∂H

∂S

)
p

S = −
(
∂F

∂T

)
V

=

(
∂G

∂T

)
p

(11.7)
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§§ 11.1.1 TdS Equations

The previous findings help us find new constitutive equations for entropy, called the TdS
equations. From the internal energy we have that

dS =
1

T
(dU + pdV ) (11.8)

Which implies that the natural variables of entropy are volume and temperature. Thus

TdS = T

(
∂S

∂T

)
V

dT + T

(
∂S

∂V

)
T

dV = /dQ

By definition and the application of the third Maxwell relation, we get
T

(
∂S

∂T

)
V

=

(
/dQ

dT

)
= CV(

∂S

∂V

)
T

=

(
∂p

∂T

)
V

All combined into the previous equation, we get the first TdS equation.

TdS = CV dT + T

(
∂p

∂T

)
V

dV (11.9)

If we repeat the same process that we had done in (11.8), but instead we use the enthalpy,

we have

dS =
1

T
(dH − V dp) (11.10)

Thus the natural variables become T, p and we have

TdS = T

(
∂S

∂T

)
p

dT + T

(
∂S

∂p

)
T

dp = /dQ

And therefore, by definition of specific heat and using the fourth Maxwell relation, we have
T

(
∂S

∂T

)
p

=

(
/dQ

dT

)
p

= Cp(
∂S

∂p

)
T

= −
(
∂V

∂T

)
p

Which, combined give the second TdS equation

TdS = CpdT − T
(
∂V

∂T

)
p

dp (11.11)
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A third can be obtained by writing S as a function of (p, V ), giving us

TdS = T

(
∂S

∂p

)
V

dp+ T

(
∂S

∂V

)
dV = /dQ

Considering (reversible) isobaric and isochoric processes we have
T

(
∂S

∂V

)
p

(
∂V

∂T

)
p

=

(
/dQ

dT

)
p

= Cp

T

(
∂S

∂p

)
V

(
∂p

∂T

)
V

=

(
/dQ

dT

)
V

= CV

Resulting in the third TdS equation

TdS = CV

(
∂T

∂p

)
V

dp+ Cp

(
∂T

∂V

)
p

dV (11.12)

§§ 11.1.2 Internal Energy Equations

Following the same idea we had previously, we can write a set of equations for the internal

energy. We have in general that for a hydrostatic system

dU = TdS − pdV

If we derive with respect to the volume V we have(
∂U

∂V

)
T

= T

(
∂S

∂V

)
T

− p

Using the third Maxwell relation we have the first internal energy equation(
∂U

∂V

)
T

= T

(
∂p

∂T

)
V

− p (11.13)

Deriving with respect to pressure we get instead(
∂U

∂p

)
T

= T

(
∂S

∂p

)
T

− p
(
∂V

∂p

)
T

Using the fourth Maxwell relation we immediately get the second internal energy equation(
∂U

∂p

)
T

= −T
(
∂V

∂T

)
p

− p
(
∂V

∂p

)
T

(11.14)
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§§ 11.1.3 Heat Capacity Equations

From the TdS equations it’s possible to find two new equations with respect to the heat
capacities of the gas. Equating the first two TdS equations we have

CpdT − T
(
∂V

∂T

)
p

dp = CV dT + T

(
∂p

∂T

)
V

dV

This implies that

(Cp − CV ) dT = T

[(
∂p

∂T

)
V

dp+

(
∂V

∂T

)
p

dV

]
Thanks to the equation of state we can see T as a function of (p, V ), and by solving the
previous equatoin with respect to dT and expressing explicitly the differential we have

(
∂T

∂p

)
V

=
T

Cp − CV

(
∂p

∂T

)
V(

∂T

∂V

)
p

=
T

Cp − CV

(
∂V

∂T

)
p

Solving and noting that, thanks to the implicit variable theorem we have(
∂p

∂T

)
V

= −
(
∂V

∂T

)
p

(
∂p

∂V

)
T

We get the first of the two heat capacity equations

Cp − CV = T

(
∂V

∂T

)2

p

(
∂p

∂V

)
(11.15)

From the TdS equation we also get that in an isoentropic process, (i.e. they’re both zero)
we must have 

CpdT = T

(
∂V

∂T

)
p

dp

CV dT = −T
(
∂p

∂T

)
V

dV

Solving for γ = Cp/CV we have

γ = −
(
∂V

∂T

)
p

(
∂T

∂p

)
V

(
∂p

∂V

)
S

Which, rearranged gives the second heat capacity equation

γ = −
(
∂V

∂p

)
T

(
∂p

∂V

)
S

(11.16)
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§ 11.2 Real Gases

§§ 11.2.1 Van der Waals Equation

So far we have treated only ideal gases, in the low pressure limit and without interaction

between the particles, which are considered point-like.

This clearly isn’t enough to describe real gases, which have interactions between themselves

and are not point-like. A solution was devised by Johannes Diderik van der Waals, which in

his studies he started from the Lennard-Jones potential to describe molecular interactions

and build from there an equation of state for real gases.

The Lennard Jones potential is found empirically as

ULJ(r) = U0

[
α1

(
1

r

)12

− α2

(
1

r

)6
]

(11.17)

With α1 and α2 as parameters which depend on the gas. It’s possible to build from it two

parameters, a, b known as the Van der Waals parameters in order to apply corrections to
pressure and volume.

We begin by considering molecules as hard spherical shells, which occupy some volume V0,
thus, for n moles of this gas, we can apply a correction to the volume of the gas as

VR = (V − nb) (11.18)

And, considering the attractive forces between molecules, we can also find a correction for

pressure, which will be higher at the center of the gas

pR = p+ a
( n
V

)2
(11.19)

Inserting it into the equation of state, we have

pRVR =

[
p+ a

( n
V

)2]
(V − nb) = nRT (11.20)

Which is the Van der Waals equation of state, useful for describing the thermodynamic

behavior of real gases. This equation has also critical points (saddles) for pressure and

volume. After doing some optimization calculus on p(V ) we find
pC =

a

27b2

VC = 3nb

TC =
8a

27Rb

(11.21)

At these critical points the gas undergoes a phase transition and changes state of matter. In

phase transitions more than one state exists in the system, and the Van der Waals equation

is ill-equipped for treating systems with more than one coexisting phase
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§§ 11.2.2 Phase Transitions

Phase transitions are one of the most commonly known thermodynamic behaviors, just

imagine the freezing ice outside in the winter or boiling water in order to cook some pasta

or brew a nice hot tea.

Phase transitions of any kind show experimentally a really particular behavior: during a

phase transition the temperature is constant.

The most known types of phase transition are:

1. Fusion, as in ice melting inside a drink

2. Solidification, as when water becomes ice

3. Sublimation, as when dry ice evaporates at room temperature

4. Deposition, as when a gas leaves a solid trace in a container

5. Vaporization, as when water reaches the boiling point and becomes a vapor

Since temperature is constant in each of these transitions, the heat produced must also be

constant and proportional to the amount of mass undergoing the transition. This heat is

known as latent heat, and it’s describable simply as

Ql = mλ (11.22)

Where λ is a constant which depends on the type of transition and the substance.
Consider now a system undergoing a transition from one state to another, thus at a fixed

temperature Tpt. If we have a fraction of substance x in the final phase we might say that,
if we denote the phases as i, f , then being entropy and volume extensive coordinates, we
have {

∆S = n (1− x)Si + nxSf

∆V = n (1− x)Vi + nxVf

The latent heat entropy is defined as

λ = T∆S = T (Sf − Si) (11.23)

The best suited thermodynamic potential for the description is the Gibbs free energy, for

which must hold Gi = Gf . Therefore

−SidT + Vidp = −SfdT + Vfdp=⇒ (Vi − Vf ) dp = (Si − Sf ) dT

We immediately recognize the latent heat divided by the transition temperature on the

right, and thus, writing everything in terms of the derivative of pressure with respect to

temperature, we get the so called «Clausius Clapeyron equation»

dp

dT
=

mλ

T∆V
(11.24)
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This equation is integrable after imposing some approximations.

Firstly consider vaporization of a liquid or the sublimation of a solid. Clearly Vf >> Vi, thus
∆V ≈ Vf , and said

Vf =
nRT

p

We have
d log(p)

dT
=
mλv
RT 2

(11.25)

Which, integrated and solved for p(T ) gives

p(T ) = p0e
−mλv

R

(
1
T
− 1

Tv

)
(11.26)

In case of solidification of a liquid this approximation doesn’t hold anymore, but being ∆V
approximately fixed and constant we can directly integrate and obtain again from (11.24)

p(T ) = p0 +
mλs
∆V

log

(
T

Ts

)
(11.27)

From these equations is possible to draw the critical isotherms in a p− T plane and describe
multiple phases of a substance. It’s also possible to define a surface, which comprises all the

relations between the thermodynamic variables, known as the pV T surface. Slices of this
surface will then give the p− V , p− T and V − T planes which can be used to schematize
different phenomena.
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12 Introduction to Thermostatistics

Statistical Mechanics deals with many-body physical problems, and its main roots derive

from thermodynamics.

There are three main concepts in mechanical statistics: microstates, macrostates and statisti-

cal ensembles

The microstate is defined by the coordinates and momenta of the system (in classical me-

chanics) and by the wavefunction of the system (in quantum mechanics). The collection of

all microstate is referred as statistical ensemble.

§ 12.1 Probability Theory

Before diving deeply into statistical mechanics we need to grasp a basis of probability theory.

Definition 12.1.1 (Random Variable). A random variable is a quantity X which takes a value

x depending upon the elements e ∈ E called events.
In each observation X is uncertain, and only the probability of the occurrence of a given

result xi.

Definition 12.1.2 (Probability Density Function). Let X be a random variable, we define the

probability density function w(x) as the probability that X assumes a value x in a certain
interval of values given by the following integral

ˆ b

a
w(x) dx

By definition w(x) is normalized.

ˆ ∞

−∞
w(x) dx = 1

Definition 12.1.3 (Mean Value). Let w(x) be the probability density of a random variable X,
the expectation or mean value is defined as the integral

E(X) = 〈X〉 =
ˆ
R
xw(x) dx

129
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Defining a random function as the function of a random variable F (X), one can also define

〈F (X)〉 =
ˆ
R
F (x)w(x) dx

Definition 12.1.4 (Moment). We define the n−th moment of a random value as follows

µn = 〈Xn〉

Definition 12.1.5 (Characteristic Function). The characteristic function of a random variable

is defined as the Fourier transform of the probability density function

χ(k) = F̂ [w](k) = 1

2π

ˆ
R
w(x)e−ikx dx =

〈
e−ikX

〉
If all moments are well defined, we can write the characteristic function as a power series

of moments

χ(k) =
∞∑
n=0

(−ik)n

n!
〈Xn〉

For a multidimensional random function F (X) which can take values f corresponding to a
density function wF (f). wF (f) is defined as follows

wF (f) = 〈δ (F (X)− f)〉

One important theorem that should be defined is the central limit theorem:

T H E O R E M 12.1 (Central Limit). Let X1, . . . , Xn be a set of independent random

variables with probability distributions w(xi), suppose that there exist the n-th moment of
every variable, and define a second random variable Y as follows

Y =
n∑

i=1

Xi

Then the probability density function of Y will be a Gaussian distribution, when n→∞

Proof. Let’s define a third random variable Z as follows

Z =

n∑
i=1

1√
n
(Xi − 〈X〉) =

1√
n
(Y − n 〈X〉)
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Where by definition we have 〈X1〉 = 〈X2〉 = · · · = 〈Xn〉.
The probability density function of Z is then defined as follows

wZ(z) =

ˆ n∏
i=1

w(xi)δ

(
z − 1√

n

(
n∑

k=1

xk

)
+
√
n 〈x〉

)
dxi =

=
1

2π

ˆ
eikz dk

ˆ n∏
i=1

w(xi)e
−ik

∑n
k=1 xi√
n

+ik
√
n〈X〉

dxi =

=
1

2π

ˆ
eikz+ik

√
n〈X〉

(
χ

(
k√
n

))N

Where χ(q) is the characteristic function of w(xi). We can then reformulate the probability
density by defining in an alternative way the characteristic function, as follows

χ(q) = exp

( ∞∑
n=1

(−iq)n

n!
Cn

)

Where Cn are called the cumulants. They’re related to the momenta of the variable, and it

can be seen by comparing the Taylor series expansion of χ(q) with the previous equation.
Reinserting it all into the definition of wZ(z), we get

wZ(z) =
1

2π

ˆ
eikz−

1
2
k2µ2

2+...+k3
√
n+... dk

Neglecting the terms that vanish for O
(√

N
)
, we obtain the following

wZ(z) =
1√
2πµ22

e
− z2

2µ22

And since wY (y) dy = wZ dz we get, substituting the definition of z

wY (y) =
1√

2πnµ22
e
− (y−n〈X〉)2

2nµ22

Which is our searched Gaussian probability density for large n, which demonstrates the
theorem.

§ 12.2 Quantum Statistics

For dealing with quantum statistics we need to define a deeper mathematical apparatus.

We already know that in quantum mechanics, the expected value of an observable Â is
defined as follows

〈A〉 = 〈ψ|A |ψ〉



CHAPTER 12. INTRODUCTION TO THERMOSTATISTICS 132

And the trace of this operator as follows

TrÂ =
∑
n

〈n| Â |n〉 (12.1)

From the previous two definitions, we can then define a new operator, called the density

operator

ρ̂ = |ψ〉 〈ψ| (12.2)

Which can be used to redefine the expectation value as follows

〈A〉 = Trρ̂Â (12.3)

If the system in question is all in one single state |ψ〉, we have what’s called a pure ensemble,
whereas if the system is in a mixture of states, each with a probability pi, we are in what’s
called a mixed ensemble or a statistical mixture.

In the case of a statistical mixture of states |ψi〉, we then define our density operator as
follows

ρ̂ =
∑
i

pi |ψi〉 〈ψi| (12.4)

Another important feature we can define for the density matrix is its behavior in time

evolution. For this we start by writing both the time dependent Schrödinger equation and

its adjoint 
i~
∂

∂t
|ψ〉 = Ĥ |ψ〉

−i~ ∂
∂t
〈ψ| = 〈ψ| Ĥ

(12.5)

From the definition of ρ̂ for statistical mixtures, inserting it into the Schrödinger equation
we obtain

i~
∂ρ̂

∂t
= i~

∑
i

pi

(
∂

∂t
|ψi〉 〈ψi|+ |ψi〉

∂

∂t
〈ψi|

)
=

=
∑
i

pi

(
Ĥ |ψi〉 〈ψi| − |ψi〉 〈ψi| Ĥ

) (12.6a)

From this, substituting again into it the definition of ρ̂, we obtain the Von Neumann equation

i~
∂ρ̂

∂t
=
[
Ĥ, ρ̂

]
(12.6b)

In Heisenberg representation, this equation appears easily remembering the definition of ρ̂.
Without delving into the calculations (which can be made directly using the definition itself

of a time-evolved state), we get

ρ̂(t) = Û(t)ρ̂Û†(t) (12.6c)



13 Microcanonical Ensemble

§ 13.1 The Classical Definition

A microcanonical ensemble is an ensemble which is isolated from the universe.

Such system can be described by a fixed number of particles in a fixed volume V with
energies lying in an interval [E,E + δ], with an Hamiltonian H(q, p). What we wish to find
is the classical density matrix of this system (i.e. the distribution function for such system).

We already know that the region of phase space (the space composed by all the coordinates

and the conjugated momenta) occupied by such system must be an hypervolume limited by

two hypersurfaces with the following equations

H(q, p) = E

H(q, p) = E + δ
(13.1)

This hypervolume is called energy shell. Since this state must tend to an equilibrium, we

know already that every single microstate must be equiprobable and if they weren’t, the

density matrix would depend from other factors and would end up not commuting with

the Hamiltonian, and bringing the system to never actually reach equilibrium.

Such ensemble is called the microcanonical ensemble, and the associated microcanonical

distribution function has the following form

ρMC(q, p) =


1

Ω(E)δ
E ≤ H(q, p) ≤ E + δ

0 H(q, p) /∈ [E,E + δ]

(13.2)

Where Ω(E)δ is the volume occupied in the phase space, which we will now identify as
Γ2n. In the limit δ → 0 we have

ρMC(q, p) =
1

Ω(E)
δ (E −H(q, p)) (13.3)

From this, we can immediately determineΩ(E) by calculating the normalization of ρMC(q, p).

ˆ
ρMC(q, p) dµ =

1

h3NN !

ˆ
ρMC(q, p) dqdp = 1 (13.4)
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Where we used the Lebesgue measure dµ = (h3NN !)−1 dqdp, where h is a constant that
comes out from the need of having a discrete phase space (see thermodynamics) and the

factor N ! is a factor discovered by Gibbs, which results from the indistinguishability of the
particles. Its absence would let the existence of an entropy of mixing gases, this is referred

in literature as Gibbs’ paradox.

From what we have then defined before, we now can write that the function Ω(E) can be
evaluated with the following integral

Ω(E) =

ˆ
δ (E −H(q, p)) dµ (13.5)

This function is also referred as the phase surface of the system.

We can also define the volume of the region Ω(E) as follows

Ω(E) =

ˆ
Θ(E −H(q, p)) dµ (13.6)

From functional analysis, we already know that the following relation then holds

Ω(E) =
dΩ

dE
(13.7)

Comparing both Ω(E) and Ω(E)δ we can see that

log (Ω(E)δ) = log (Ω(E)) +O
(
log

(
E

nδ

))
Therefore, for large values of n we can write

Ω(E)δ = Ω(E) (13.8)

§ 13.2 The Quantum Definition

Quantum mechanically, the definition of a microcanonical ensemble is an isolated system

with an Hamiltonian Ĥ and associated energy eigenvalues En with eigenstate |n〉. The
microcanonical density operator then is defined as follows

ρ̂MC =
∑
n

p (En) |n〉 〈n| (13.9)

Where the probability of each energy level En analogously to classical mechanics, is defined

as follows

p(En) =


1

Ω(E)δ
E ≤ En ≤ E + δ

0 En /∈ [E,E + δ]

(13.10)
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From the normalization of ρ̂MC we get

ρ̂ =
1

Ω(E)
δ̂
(
Ĥ − E

)
Ω(E) = Trδ̂

(
Ĥ − E

) (13.11)

Or introducing a new notation

Ω(E) =
1

δ

∑′

{|n〉}

1 (13.12)

Where the
∑′ symbol indicates that the sum is restricted only to the energy eigenvalues

contained in the energy shell

§ 13.3 Entropy, Temperature and Pressure

Let ρ be an arbitrary density matrix for a system. The entropy of this system is defined as
follows

S = −kBTr (ρ log(ρ)) = −kB 〈log(ρ)〉 (13.13)

From this definition, all properties of classical entropy, already well known from macroscopic

thermodynamics follow.

This definition is easily transferable to the quantum definition (where the entropy is usually

called the Von Neumann entropy), through the quantization ρ(q, p)→ ρ̂. Another property
of entropy can be given immediately. Let ρ̂ and ρ̂1 be two density operators, then

Tr (ρ̂ (log(ρ̂1)− log(ρ̂))) ≤ 0 (13.14)

Diagonalizing both operators, we can write

Tr (ρ̂ (log(ρ̂1)− log(ρ̂))) =
∑
n

Pn 〈n| (log(ρ̂1))− log(Pn) |n〉 =
∑
n

Pn 〈n| log
(
ρ̂1
Pn

)
|n〉 =

=
∑
n

∑
ν

Pn 〈n|ν〉 〈ν| log
(
P1ν

Pn

)
|ν〉 〈ν|n〉 ≤

≤
∑
n

∑
ν

Pn 〈n|ν〉 〈ν|
(
P1ν

Pn
− 1

)
|ν〉 〈ν|n〉 =

=
∑
n

Pn 〈n|
(
ρ̂1
Pn
− 1

)
|n〉 = Tr(ρ̂1)− Tr(ρ̂) ≤ 0

§§ 13.3.1 Entropy of a Microcanonical Ensemble

Using the definition of the Von Neumann entropy, we define

SMC = −kBTr (ρ̂MC log(ρ̂MC)) = −kBTr
(
ρ̂MC log

(
1

Ω(E)δ

))
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From the normalization condition of ρ̂MC , we obtain

SMC = kB log (Ω(E)δ) (13.15)

I.e. entropy is proportional to the accessible volume on the phase space (classically) or it’s

the logarithm of the number of accessible states (quantum mechanical)

§§ 13.3.2 Temperature and Pressure

Let’s now define an isolated system composed of two interacting subsystems. The density

operator for such system will be

ρ̂MC = Ω−1
1,2(E)δ̂

(
Ĥ1 + Ĥ2 − E

)
(13.16)

Indicating the probability that the first system lies at some energy E1 with ω(E1), we have

ω(E1) =
〈
δ̂
(
Ĥ1 − E1

)〉
=

Ω2(E − E1)Ω1(E1)

Ω1,2(E)
(13.17)

Finding the extremal of such function, and putting it back to the definition of the micro-

canonical entropy, we get
∂S2
∂E2

=
∂S1
∂E1

(13.18)

If we now define the temperature as follows we have

1

T
=
∂S

∂E
(13.19)

We have

T1 = T2

Which is the most probable configuration.

Instead for defining pressure, we let the Hamiltonian depend from an external parameter a.
We start by writing the volume in the phase space

Ω(E, a) =

ˆ
Θ(E −H(a)) dΓ (13.20)

Taking the total differential, we have

dΩ(E, a) =

ˆ
δ (E −H(a))

(
dE − ∂H

∂a
da

)
= Ω(E, a)

(
dE −

〈
∂H
∂a

〉
da

)
(13.21)

In an alternative way we could write

d log Ω =
Ω

Ω

(
dE −

〈
∂H

∂a

〉
da

)



13.3. ENTROPY, TEMPERATURE AND PRESSURE 137

Inserting the entropy into the equation S(E, a) = kB log
(
Ω(E, a)

)
we have

dS =
1

T

(
dE −

〈
∂H
∂a

〉
da

)
(13.22a)

And, thus 
∂S

∂E
=

1

T
∂S

∂a
= − 1

T

〈
∂H
∂a

〉 (13.22b)

By taking a = V we then can define pressure.
Let’s imagine an ideal gas inside an adiabatic piston with volume V = LA, where L is the
length of the piston and A it’s surface area.
The potential given by this system will be the sum of the single potentials of everyN particles

Vwall =

N∑
i=1

v(xi − L)

Where v is a function that is 0 for xi < L and infinite for xi > L. By taking the gradient of
this potential we then obtain the force applied by each particle on the walls

F =
∑
i

Fi = −
∑
i

∂v

∂xi
=

∂

∂L

∑
i

v(xi − L) =
∂H
∂L

(13.23)

Multiplying by A−1, we obtain

P = −〈F 〉
A

=
∂H
∂V

(13.24)

And, therefore, we have

dS =
1

T
( dE + P dV ) (13.25a)

And 
∂S

∂E
=

1

T
∂S

∂V
=
P

T

(13.25b)

Solving (13.25a) for dE, we get

dE = T dS − P dV (13.25c)

Which is the first law of thermodynamics
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§ 13.4 Examples

§§ 13.4.1 The Classical Ideal Gas

A simple example of a classical microcanonical ensemble is given by an ideal gas confined

inside some volume that isolate it from the universe. Supposing that we have N molecules,

we will write our Hamiltonian as follows

H =

N∑
i=1

p2i
2m

+ V (13.26)

The surface area of the energy shell will be

Ω(E) =
1

h3NN !

ˆ
V

N∏
i=1

d3xi

ˆ
δ

(
E −

N∑
i=1

p2i
2m

)
n∏

j=1

d3pj (13.27)

Introducing the area of the d-dimensional unit sphere as follows

ˆ
Sd

dσd =
2
√
πd

Γ
(
d
2

)
And then, evaluating the integral of the function Ω(E), we have

Ω(E) =
V N

h3NN !

ˆ
S3N

dσ3N

ˆ √
2mE

0
p3N−1 dp (13.28)

Integrating directly and substituting the volume of the sphere V (considering the properties
of the Euler Gamma function), we have

Ω(E) =
V N

h3NN !

(2πmE)
3N
2(

3N
2

)
!

(13.29)

Using the Stirling identity for the factorial for large values of N (N ! ≈ NNe−N
√
2πN ), we

have

Ω(E) ≈
(
V

N

)N (4πmE

3h2N

) 3N
2

e
5N
2 (13.30)

And, therefore, deriving

Ω(E) =
V N

h3NN !

(2πmE)
3N
2

−1(
3N
2 − 1

)
!

(13.31)

Which, for large values of N , becomes

Ω(E) ≈ 3N

2E

(
V

N

)N (4πmE

3h2N

) 3N
2

e
5N
2 (13.32)
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Starting from equation (13.31), and from the definition of entropy (13.15) we obtain the

Sakur-Tetrode equation

S(E, V ) = kBN log

[
V

N

(
4πmE

3Nh2

) 3
2

e
5
2

]
(13.33)

From the relations of entropy we can then define

1

T
=
∂S

∂E
=

3

2

NkB
E

P = T
∂S

∂V
= kB

TN

V

(13.34)

And, from which we can write

E =
3

2
kBT

PV = NkBT
(13.35)

Which both are the equation of state of an ideal gas.

§§ 13.4.2 Ideal Quantum Gas of Harmonic Oscillators

Let’s consider a system ofN non interacting quantum harmonic oscillators. The Hamiltonian

of this system will be

Ĥ = ~ω
N∑
i=1

(
η̂†η̂ +

1

2
1̂

)
(13.36)

Thus, by definition, we have that

Ω(E) =

∞∑
n1=0

· · ·
∞∑

nN=0

δ

(
E − ~ω

∑
i

(
ni +

1

2

))

=

∞∑
n1=0

· · ·
∞∑

nN=0

1

2π

ˆ
eik

(
E−~ω

∑
i

(
ni+

1
2

))
dk

=
1

2π

ˆ
eikE

N∏
i=1

e−ik ~ω
2

1− e−ik~ω dk

(13.37)

And finally, after evaluating the product

Ω(E) =
1

2π

ˆ
e
N
(
ik
(

E
N

)
−log

(
2i sin

(
k~ω
2

)))
dk (13.38)

For evaluating this integral, for large N , one can use the saddle point method.
We have that, where we wrote ε = E/N for simplifying the notation, that

f(k) = ikε− log

(
2i sin

(
k~ω
2

))
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The function in study has a maximum in k0

k0 =
1

i~ω
log

(
ε+ 1

2~ω
ε− 1

2~ω

)
And

f ′(k0) = iε− ~ω
2

cot

(
k0~ω
2

)
f ′′(k0) =

(~ω
2

)2
sin2

(
k0~ω
2

)
We have then

Ω(E) =
1

2π
eNf(k0)

ˆ
e

N
2
f ′′(k0)(k−k0)2 dk (13.39)

The evaluation of this integral then yields

Ω(E) = exp

[
N

(
ε+ 1

2~ω
~ω

log

(
ε+ 1

2~ω
~ω

)
−
ε− 1

2~ω
~ω

log

(
ε− 1

2~ω
~ω

))]
(13.40)

As we did before for the classical gas, we can write the entropy of the gas of quantum

harmonic oscillators as follows

S(E) = kBN

(
E
N + 1

2~ω
~ω

log

(
E
N + 1

2~ω
~ω

)
−

E
N −

1
2~ω

~ω
log

(
E
N −

1
2~ω

~ω

))
(13.41)

And, therefore

1

T
=
kB
~ω

log

(
E
N + 1

2~ω
E
N −

1
2~ω

)

E =
N~ω
e

~ω
kT − 1

+
N

2
~ω

(13.42)

§§ 13.4.3 Paramagnetic Spin 1
2 System

Another example we can use for a quantummicrocanonical ensemble, is given by a system of

N particles that can combine one of two possible states. This system is a good representation
of a paramagnet in a magnetic field H. The Hamiltonian of such system is

Ĥ = µBH

N∑
i=1

σi σi = ±1 (13.43)

The number of states of energy E is therefore

Ω(E) =
∑

{σi=±1}

δ

(
E − µBH

N∑
i=1

σi

)
=

1

2π

ˆ ∑
{σi=±1}

eik
(
E−µBH

∑
i σi

)
dk (13.44)
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Calculating the sum and using all properties of the exponential function, we get

1

2π

ˆ
eikE (2 cos (−kµBH)) dk =

2N

2π

ˆ
ef(k) (13.45)

Where

f(k) = ikE +N log cos(−µBH)

We find a maximum for this function at the point

−µBHk0 = arctan

(
− iE

NµBH

)
=
i

2
log

(
1− E

N µBH

1 + E
N µBH

)
(13.46)

And, using the abbreviation ε = −µBHE/N we have

Ω(E) = 2Ne
−Nε

2

(
log

(
1+ε
1−ε

)
+N log

(
1√

1−ε2

)) ˆ
e−

1
2
(−f ′′(k0))(k−k0)2

2π
dk (13.47)

Integrating using the saddle point method, we have

Ω(E) = exp

{[
−N

2

(
(1 + ε) log

(
1 + ε

2

)
+ (1− ε) log

(
1− ε
2

)
+O(1, log(N))

)]}
(13.48)

Writing ε = − E
NµBH we have that the entropy of a quantum spin

1
2 paramagnet is

S(E) = −NkB
2

[
(1 + ε) log

(
1 + ε

2
+ (1− ε) log

(
1− ε
2

))]
(13.49)

From which, we get

T = − 2µBH

kB log
(
1−ε
1+ε

) (13.50)

Plotting this equation, we see how we can have negative absolute temperatures for ε > 0.

ε

T

Figure 13.1: Plot of the Temperature of a quantum paramagnet, (13.50)
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14 Canonical Ensemble

A canonical system can be seen as two systems, where the first one is much smaller and

embedded into the second. Both system interact between each other by transferring energy.

In order to work better we begin by constructing the density operator for such system.

The Hamiltonian for this kind of system will then be the following

Ĥ = Ĥ1 + Ĥ2 (14.1)

We now want to find the density operator for the first system, with Hamiltonian Ĥ1.

Let P1 be the probability that the subsystem 1 is in a state |n〉 with energy eigenvalue E(1)
n ,

then using the microcanonical distribution for the total system we find

P1 =
∑′

{|n〉2}

1

Ω1,2(E)δ
=

Ω2(E − E(1)
n )

Ω1,2(E)
(14.2)

In case that the system 2 is much bigger than the system 1 (which is our case), we can

expand the logarithm of Ω2(E − E(1)
n ), therefore

P1 ≈
Ω2(E − Ẽ1)

Ω1,2(E)
e

Ẽ1−E
(1)
n

kBT =
1

Z
e
−E

(1)
n

kBT (14.3)

The factor Z is called the partition function of the system, and it’s calculated as

Z =
Ω1,2(E)

Ω2(Ẽ2)
e
− Ẽ1

kBT

Or, directly as

Z =
∑
n

e
−E

(1)
n

kBT = Tr1e
− Ĥ1

kBT (14.4)

The canonical density operator is then given by the following calculation

ρ̂C =
∑
n

P1 |n〉 〈n| =
1

Z

∑
n

e
−E

(1)
n

kBT |n〉 〈n| = 1

Z
e
− Ĥ1

kBT (14.5)

143
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A second route which is both valid in the classical and quantum world is given as follows.

We can write the following equality

ρ̂C = Tr2ρ̂MC = Tr2

 δ̂
(
Ĥ1 + Ĥ2 − E

)
Ω1,2(E)

 =
Ω2(E − Ĥ1)

Ω1,2(E)
(14.6)

Approximating, we get

ρ̂C ≈
Ω2(E − Ẽ1)

Ω1,2(E)
e

Ẽ1−Ĥ1
kBT (14.7)

With this definition of density operator, the expected value for an observable in the subsystem

1 is then given as follows 〈
Â
〉
= Tr1Tr2ρ̂MCÂ = Tr1ρ̂CÂ (14.8)

If we transform the quantum traces to integrals in the classical case, we can then define the

partition function of the system

Z =

ˆ
e
−H1(q1,p1)

kBT dΓ1 (14.9)

With the
∑
↔
´
substitution the expected value of an observable is then given, obviously,

by

〈A(q1, p1)〉 =
ˆ
ρC(q1, p1)A(q1, p1) dΓ1 (14.10)

§ 14.1 Entropy of the Canonical Ensemble

From the definition of the microcanonical Von Neumann entropy we can define the entropy

of the canonical ensemble as follows

SC = −kB 〈log ρ̂C〉 =
1

T

〈
Ĥ
〉
+ kB log (Z) (14.11)

Supposing that ρ̂ corresponds to a different distribution with the same average energy, we
then can define the following inequality

S[ρ̂] = −kBTr(ρ̂ log ρ̂) ≤ kBTr(ρ̂ log ρ̂C) =
1

T

〈
Ĥ
〉
+ kB log(Z) = SC (14.12)

I.e. the canonical ensemble has the greatest entropy of all ensembles ρ̂ with the same
average energy 〈ρ̂〉.
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§ 14.2 The Virial Theorem and the Equipartition Theorem

T H E O R E M 14.1 (Classical Virial Theorem). For a system with HamiltonianH = T +V ,
the following relation holds true 〈

qii∂jV
〉
= kBTδ

i
j (14.13)

Proof. Let’s consider a classical system with coordinates xi = (qii, pi), and we calculate the
average value of the quantity xi∂jH. We have〈

xi∂jH
〉
=

1

Z

ˆ
xi∂jHe

− H
kBT dΓ

Applying an integration by part we obtain〈
xi∂jH

〉
= −kBT

Z

ˆ
xi∂je

− H
kBT dΓ = kBTδ

i
j (14.14)

Applying this with the spatial coordinates qi, we obtain what was searched with the
theorem.

§ 14.3 Thermodynamic Quantities in the Canonical Ensemble

§§ 14.3.1 Equivalence of the Canonical and Microcanonical Macroscopic Ensembles

We start this section by stating the equivalence of the canonical and microcanonical ensem-

bles for macroscopic systems. We have in this case that if E1 is the most probable energy,

we have

〈E〉 = E1 (14.15)

We start by rewriting the canonical partition functions in terms of the width of the most

probable energy eigenvalue E1 which we defined before. We have

Z =
Ω1,2(E)

Ω1(E1)Ω2(E − E1)
Ω1(E1)e

− E1
kBT =

Ω1(E1)

ω(E1)
e
− E1

kBT (14.16)

We have tho that

ω(E1) ∼
1√
N1

e
− 3(Ẽ1−E1)

2

4N1E1

With N1 as a normalization factor. From this we can write the partition function as

Z = Ω(E1)e
− E1

kBT
√
N1 (14.17)

Evaluating now the canonical entropy, we have

SC =
1

T
(〈E〉 − E1 + kBT log(Ω1(E1))) = SMC(E1) (14.18)

So, basically the entropy of a canonical ensemble is equal to that of the microcanonical

ensemble with energy E1 = 〈E〉. In both ensembles, then, one obtains the same identical
results.
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§§ 14.3.2 Thermodynamic Quantities

In these calculations, we’ll leave all the indexes 1, referring to the small system inside the

heat bath.

By definition, we write β = (kBT )
−1, and our canonical density operator becomes

ρ̂C =
eβĤ

Z
(14.19)

Where

Z = Tre−βĤ (14.20)

We also define the free energy F as follows

F = −kBT logZ (14.21)

From the definition of entropy we have

SC =
1

T
(〈E〉+ kB logZ) (14.22)

Where

〈E〉 =
〈
Ĥ
〉
= − ∂

∂β
log(Z) = kBT

2 ∂

∂T
log(Z) (14.23)

And last but not least, pressure

P = −

〈
∂Ĥ
∂V

〉
= kBT

∂

∂V
log(Z) (14.24)

From this last definition of energy, it follows

F = 〈E〉 − TSC (14.25)

Taking its total differential and evaluating, we get

dF = − 1

T
(〈E〉+ kBT log(Z)) dT +

〈
∂Ĥ
∂V

〉
dV

dF = −SC dT − P dV

(14.26)

§§ 14.3.3 Heat

In order to define the statistical meaning of heat transfer we need to begin with the average

value of energy.

〈E〉 =
〈
Ĥ
〉
= Tr(ρ̂Ĥ) (14.27)
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In general, we have 〈E〉 =
∑

i piEi with Ei as our energy eigenstate and pi its associated
variable.

Since

d 〈E〉 =
∑
i

Ei dpi +
∑
i

pi dEi

And

d 〈E〉 = T dS +

〈
∂Ĥ
∂V

〉
dV

We obtain, from the definition dQ = T dS

dQ =
∑
i

Ei dpi (14.28)

This defines the heat variation as a redistribution of the occupation probabilities of the i-th
state |i〉
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15 Grand Canonical Ensemble

After having considered the canonical ensemble, i.e. where one system embedded in

another can only exchange energy with it (like in a heat bath), we’re going to study the

grand canonical ensemble, where an overall system is isolated as in the canonical ensemble,

but both system can exchange energy and particles.

The probability distribution of the state variables E1, N1, V1 is the following, in analogy with
what we wrote for the canonical ensemble

ω(E1, N1, V1) =
Ω1(E1, N1, V1)Ω2(E − E1, N −N1, V − V1)

Ω(E,N, V )
(15.1)

From the equilibrium conditions (T1 = T2, V1 = V2, N1 = N2) obtained from the equivalence

of the logarithmic derivatives obtained from the normalization conditions of Ω, and from the
differential of entropy in the variables N,V, T , we get, after defining the chemical potential
µ

dS =
1

T
dE +

P

T
dV − µ

T
dN

µ

T
= kB

∂

∂N
log Ω

We have finally

µ = −kBT
∂

∂N
log Ω = −T ∂S

∂N
(15.2)

We now need to define the density operator ρ̂G for the subsystem 1. The probability that in
the embedded system there are N1 particles in the state |n〉 is

p(N1, E1n(N1), V1) =
Ω2(E − E1n, N −N1, V2)

Ω(E,N, V )
=

1

ZG
e
−E1n−µN1

kBT (15.3)

Where ZG is the grand canonical partition function, also known as Gibbs distribution. We

thus have

ρ̂G =
1

ZG
e
− Ĥ1−µN11̂

kBT (15.4)

And

ZG = Tr

(
e
− Ĥ1−µN11̂

kBT

)
=
∑
N1

Z(N1)e
µN1
kBT (15.5)
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The classical limit can be achieved simply applying this abuse of notation

Tr→
∑
N1

ˆ
dΓN1

From the definition of the density matrix, the entropy of the grand canonical ensemble will

be

SG = −kB 〈log ρ̂g〉 =
1

T
(E − µN) + kB log ρ̂G (15.6)

§ 15.1 Thermodynamic Quantities

Analogously to the free energy of the canonical ensemble, we can define the grand potential

as follows

Φ = −kBT log(ZG) (15.7)

Where, using (15.6), we can write alternatively

Φ(V, T, µ) = E − TSG − µN (15.8)

And its differential relations follow

∂Φ

∂T
=

1

T
(Φ− E + µN) = −SG

∂Φ

∂V
=

〈
∂Ĥ
∂V

〉
= −P

∂Φ

∂µ
= −N

(15.9)

Now, in order to avoid confusion between the ensembles and their properties, we can

compose a table.

Ensemble Microcanonical Canonical Grand Canonical

Situation Isolated Energy Exchange Energy

and

Particle Exchange

Independent Variables E, V,N T, V,N T, V, µ

Density Operator Ω−1δ̂
(
Ĥ − E

)
Z−1e−Ĥ/kBT Z−1

G e−(Ĥ−µN 1̂)/kBT

Normalization Ω = Tr
(
δ̂(Ĥ − E)

)
Z = Tr(e−Ĥ/kBT ) ZG = Tr

(
e−(Ĥ−µN 1̂)/kBT

)
Thermodynamic Potential S F Φ

Table 15.1: Table of the various ensembles, with the definition of their density operators,

their normalization and the main thermodynamic potential for each ensemble
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§ 15.2 Examples

As our main example we choose again the classical ideal gas.

We begin by calculating the partition function forN particles (keep inmind that β = (kBT )
−1

ZN =
1

N !h3N

ˆ
V

ˆ
e−β

∑N
i=1

p2i
2m d3Npd3Nq (15.10)

Noting that the integral on the coordinates is simply V N , we can write, also noting the

isotropy of momenta

ZN =
V N

N !h3N

(ˆ ∞

0
e−β p2

2m dp

)3N

=
V N

N !

(
2mπ

βh2

) 3N
2

(15.11)

Using the definition of thermal wavelength of λ = h(2πmkBT )
−1/2, we get finally

ZN =
1

N !

(
V

λ3

) 3N
2

(15.12)

Writing the definition of the grand partition function, we get

ZG =

∞∑
N=0

ZNe
βµN =

∞∑
N=0

eβµN

N !

(
V

λ3

)N

= ez
V
λ3 (15.13)

Where we introduced z as what is usually called as fugacity as

z = eβµ (15.14)

From this, we can write the grand potential and get all the thermodynamic relations of the

classical gas

Φ(T, V, µ) = −kBT log(ZG) = −kBT
zV

λ3
(15.15)

Therefore, omitting all the algebraical passages and calculating µ through the derivatives of
the grand potential and the definition of fugacity, we have

−∂Φ
∂µ

= N =
zV

λ3

−V ∂Φ
∂V

= PV = NkBT

−∂Φ
∂T

= S = kBN

(
5

2
+ log

(
V

Nλ3

))
µ = −kBT log

(
V

Nλ3

)
(15.16)
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16 Ideal Quantum Gases

In this chapter we will derive with quantum statistical mechanics, all the thermodynamic

properties of non interacting quantum gases of fermions and bosons. We begin by defining

the grand potential for N non interacting and non relativistic particles confined inside a box

with volume V = L3. The Hamiltonian of the system is

Ĥ =
N∑
i=1

p̂2i
2m

(16.1)

Applying periodic boundary conditions to the associated differential equation we obtain the

following solution

〈xi|pi〉 = φpi(xi) =
1√
V
e

ipix
i

~ (16.2)

Where

pi =
2π~
L
νi (16.3)

Where we have νi ∈ Z. The single particle energy εp will be, obviously

εp =
p2

2m
(16.4)

Now, if we consider particle spin, we find ourselves in a particular situation. As we have

seen in the chapter for identical particles, we have that a multi-particle factorisable eigenket

of the Hamiltonian (16.1) can then be written as follows

|p1, · · · , pN 〉 = N
∑
P

(±1)P P̂
N⊗
i=1

|pi〉 (16.5)

Where P̂ is the permutation operator, with eigenvalue 1P and normalizationN = (
∏

iN !npi !)
−1/2

for bosons, and eigenvalue (−1)P and normalization N = (N !)−1/2 for fermions. For an

N -particle system, we can define the particle number as follows

N =
∑
p

np (16.6)

153



CHAPTER 16. IDEAL QUANTUM GASES 154

And the energy eigenvalue as follows

E({np}) =
∑
p

npεp (16.7)

Therefore, the grand canonical partition funtion will be the following

ZG =
∞∑

N=0

∑
{np}

e−β(E({np})−µN =
∑
{np}

e−β
∑

p np(εp−µ) =

=
∏
p

∑
np

e−βnp(εp−µ)

(16.8)

Therefore, summing and considering the difference between bosons and fermions

ZG =
∏
p

∑
np

e−βnp(εp−µ) =


∏
p

1

1− e−β(εp−µ)
ms ∈ Z

∏
p

(1 + e−β(εp−µ)) ms ∈ F :=
{
ms ∈ Q

∣∣∣ms =
n

2
, n ∈ Z

}
(16.9)

From this we van calculate directly the grand potential

Φ = − 1

β
log(ZG) = ±

1

β

∑
p

log
(
1∓ e−β(εp−µ)

)
(16.10)

With the upper sign referring to bosons and vice versa for fermions.

The average particle number will then be

N = −∂Φ
∂µ

=
∑
p

1

eβ(εp−µ) ∓ 1
=
∑
p

n(εp) (16.11)

The last function n(εp) is called the Bose-Einstein distribution (for bosons) or the Fermi-Dirac
distributions (for fermions). From this, we can find that it’s actually the average occupation

number of a state |α〉. In order to obtain this result we need to calculate the expectation
value of nα.

〈nα〉 = Tr(ρ̂Gnα) =

∑
{np} nαe

−β
∑

p np(εp−µ)∑
{np} e

−β
∑

p np(εp−µ)
= − ∂

∂x
log

(∑
n

e−nx

)
= n(εα) (16.12)

From the grand potential we then get the energy of the quantum gas

E =

(
∂(Φβ)

∂β

)
µβ

=
∑
p

εpn(εp) (16.13)
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Considering that free particles can be considered as being confined to a space ∆ =
2π~V −1 → ∞, we can choose to approximate the sum over the discrete p to an inte-
gral for large volumes, using the following substitution∑

p

[·]→ gV

(2π~)3

ˆ
[·] d3p (16.14)

Where g is the degeneracy factor
Using this approximation for calculating the number of particles N =

∑
p np(εp), we get

N =
gV

(2π~)3

ˆ
n(εp) d

3p =
gV

2π2~3

ˆ ∞

0
n(εp)p

2 dp

=
gV

2π2~3

ˆ ∞

0

p2

eβ(ε−µ) ∓ 1
dp =

gV m
3
2

π2~3
√
2

ˆ ∞

0

√
ε

eβ(ε−µ)
dε

(16.15)

Where we substituted in the energy eigenvalue density. Defining the specific volume

v = V/N and substituting x = βε, we get

1

v
=

2g

λ3
√
π

ˆ
R+

√
x

exz−1 ∓ 1
=

g

λ3

g3/2(z) s ∈ Z

f3/2(z) s =
n

2
, n ∈ Z

(16.16)

Where gs, fs are the generalized ζ−functions, which are defined and analyzed in the
mathematical appendix.

From this, taking the grand partition function, we have that

Φ = ± gV

β(2π~)3

ˆ
log
(
1∓ e−β(ε−µ)

)
d3p

= ± gV m
3
2

βπ2~3
√
2

ˆ ∞

0
log
(
1∓ eβ(ε−µ)

)√
ε dε

(16.17)

Integrating by parts and remembering that PV = −Φ we get

−Φ = PV =
gm

3
2V
√
2

3π2~3

ˆ ∞

0

ε
3
2

eβ(ε−µ) ∓ 1
dε =

gV

βλ3

{
g 5

2
(z)

f 5
2
(z)

(16.18)

We also can obtain the energy E of the system as follows

E =
gV m

3
2

π2~3
√
2

ˆ ∞

′

ε
3
2

eβ(ε−µ) ∓ 1
(16.19)

A quick comparison with the equation (16.18), gives the same relation that we got for the

classical ideal gas

PV =
2

3
E (16.20)
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From the homogeneity ofΦ in T, µwe can derive from the previous equations other relations,
as follows

P = −Φ

V
= −T

5
2φ
(µ
T

)
N = V T

3
2n
(µ
T

)
S = −∂Φ

∂T
= V T

3
2 s
(µ
T

)
S

N
=
s

n

(16.21)

For an adiabatic expansion, i.e. setting S = α, µ/T = β, V T
3
2 = γ, PT− 5

2 = δ, with
α, β, γ, δ ∈ R, we get the adiabatic equation for an ideal quantum gas

PV
5
3 = η ∈ R (16.22)

Note how this differs from the classical version, since cp/cv 6= 5/3

§ 16.1 Degenerate Fermi Gas

Let’s consider now the ground state of N fermions. It will correspond to a fermion gas at

temperature T = 0K. In this situation, every single particle state will be occupied g fold, thus
all momenta inside a sphere of radius pF (the maximum momentum possible, the Fermi
momentum) will be occupied.

The number of particles therefore will be

N = g
∑′

{|p〉}

1 =
gV

(2π~)3

ˆ
Θ(pF − p) d3p =

gV p3F
6π2~3

(16.23)

Therefore, using the particle density n = N/V we get our Fermi momentum

pF = ~ 3

√
6π2n

g
(16.24)

From this, we get the Fermi Energy

εpF =
p2F
2m

=
~2

2m

(
6π2n

g

) 2
3

(16.25)

The ground state energy, from these relations, will therefore be

E =
gV

(2π~)3

ˆ
p2

2m
Θ(pF − p) d3p =

gV p5F
20mπ2~3

=
3

5
NεF (16.26)

Using what we found in the previous section, we find that the pressure of such gas will be

the following

P =
2

5
εFn =

~2n
5
2

5m

(
6π2

g

) 2
3

(16.27)
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§§ 16.1.1 Complete Degeneracy Limit

Having calculated the thermodynamic properties of a quantum gas of fermions in the case

of complete degeneracy (i.e., T = 0), we can start calculating the same properties in the
limit of complete degeneracy, i.e. for T → 0. It’s easy to demonstrate that here µ→ ε→ εF
and therefore

Φ = −Nε−
3
2

F

ˆ ∞

0
n(ε)ε

3
2 dε

N =
3

2
Nε

− 3
2

F

ˆ ∞

0
n(ε)ε

1
2 dε

(16.28)

From this, knowing already the solution of these integrals, as discussed in appendix (A.3), we

can solve these integrals approximately in the limit βµ→∞, and deduce some approximated
conclusions for what happens thermodynamically in a Fermi gas for really low temperatures.

We begin writing our integrals (called Sommerfield integrals) as a sum of two integrals as

follows

I =

ˆ µ

0
f(ε) dε+

ˆ ∞

0
f(ε) (n(ε)−Θ(µ− ε)) dε (16.29)

Using a x−substitution with x = β(ε− µ), extending the integral’s domain over the whole
real line, and Taylor approximating the function f(ε) around µ, we get

I =

ˆ µ

0
f(ε) dε+

ˆ
R

(
1

ex + 1
−Θ(−x)

) ∞∑
k=0

β−(k+1)

k!

∂kf

∂xk

∣∣∣∣
x=µ

xk dx

=

ˆ µ

0
f(ε) dε+ 2

∞∑
k=0

β−(k+1)

k!

∂kf

∂µk

ˆ ∞

0

xk

ex + 1
dx

(16.30)

Applying this approximation till O
(
T 4
)
we can write for the integrals (16.28)

µ = εF

(
1− π2

12β2
+O

(
T 4
))

Φ = −2

5
NεF

(
1 +

5π2

12β2ε2F
+O

(
T 4
)) (16.31)

Using P = −Φ/V we obtain immediately the energy of such gas

E =
3

2
PV =

3

5
NεF

(
1 +

5π2

12ε2Fβ
2
+O

(
T 4
))

(16.32)

And introducing the Fermi temperature as TF = εF /kB we get the heat capacity of this gas
as

CV = NkB
π2T

2TF
(16.33)
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§ 16.2 Bose-Einstein Condensation

After having studied the Fermi gas, we begin studying a Boson gas at low temperatures,

which has a particular behavior called Bose-Einstein condensation. This gas has s = 0 and
g = 1. Due to this, in the ground state all the non-interacting bosons occupy the lowest
single particle state.

In the previous sections, we found that for the particle density we have

λ

v
= g 3

2
(z) (16.34)

This function has a maximum for a value of fugacity z = 1, and it’s equal to g 3
2
(1) = ζ(32) =

2.612. Thanks to this we can define a characteristic temperature Tc, which has the following
value

β−1
c =

2π~2

m(vζ(32))
2
3

(16.35)

In this case, we have that the limit
∑

p →
´

d3p isn’t anymore a good approximation for
z → 1, since the term p = 0 diverges for z = 1. Treating it separately, we get for the particle
number

N =
1

z−1 − 1
+
∑
p6=0

n(εp)→
1

z−1 − 1
+

V

(2π~)3

ˆ
n(εp) d

3p (16.36)

Therefore, for bosons we get, in terms of generalized ζ−functions and characteristic tem-
perature

N =
1

z−1 − 1
+
Nv

λ3
g 3

2
(z)

N =
1

z−1 − 1
+N

(
T

Tc

) 3
2 g 3

2
(z)

g 3
2
(1)

(16.37)

This can be seen as a sum of the number of particles in the ground state N0 and the number

of particles in excited states Ne, where

N0 =
1

z−1 − 1

Ne = N

(
T

Tc

) 3
2 g 3

2
(z)

g 3
2
(1)

(16.38)

We have that for T > Tc, N yields a value of z < 1, hence N0 is finite and can be neglected

with respect to N . For T < Tc we have z = 1−O
(
N−1

)
, and when z → 1, setting z = 1

in Ne, we obtain

N0 = N

(
1−

(
T

Tc

) 3
2

)
(16.39)
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And defining the condensate fraction ν as follows

ν = lim
N→∞

N0

N
(16.40)

We get, in summary, what’s called the Bose-Einstein Condensation, for which, at T < Tc
the ground state at p = 0 is macroscopically occupied.

ν =


0 T > Tc

1−
(
T

Tc

) 3
2

T < Tc
(16.41)

Evaluating the other thermodynamic quantities, we get the pressure of a Bose gas as

P =


1

βλ3
g 5

2
(z) T > Tc

1

βλ
ζ

(
5

2

)
=

1

βλ3
1.342 T < Tc

(16.42)

And, therefore, entropy has the following expression

S =
∂PV

∂T
=


NkB

(
5v

2λ3
g 5

2
(z)− log(z)

)
T > Tc

NkB
5

2

(
T

Tc

) 3
2 g 5

2
(1)

g 3
2
(1)

(16.43)
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Part III

Atomic Physics
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17 One Electron Atoms

§ 17.1 Interaction of Particles with EM Fields

Before diving into a full computation of an electromagnetic Hamiltonian, we need to properly

“quantize” it. Having Â our vector potential operator and φ̂ our scalar potential operator,
and knowing that P = p− qA, where P is the minimal coupling momentum of an EM field,
we have that the classical Hamiltonian for an electromagnetic field is

H =
1

2m
(pi − qAi)

2 + qφ (17.1)

Quantizing, and noting that
[
p̂i, Âi

]
6= 0 generally, we have, setting the Coulombe gauge

(∂iA
i = 0, φ = 0) that the Hamiltonian in study for our quantum system is the following

Ĥ =
1

2m

(
−~2∇2 + q2Â2 + 2iq~Â · ∇

)
(17.2)

The interaction of the field with the particle can be analyzed perturbatively, and considering

first order terms in Â we have

Ĥ = Ĥ0 +
iq~
m
Â · ∇ (17.3)

Where we put Ĥ0 as the unperturbed Hamiltonian.

Calling the perturbative piece of the Hamiltonian Ŵ (t) we have that the perturbation on a
transition between a state |a〉 and |b〉 will be given by the following integral

Wba(t) =
q

m
〈b| Â · p̂ |a〉 (17.4)

Where the vector potential is the solution of the following integral

Âi(xi, t) =
1

2

ˆ ∞

0
A0(ω)εi

(
ei(kix

i−ωt+δω) + e−i(kix
i−ωt+δω)

)
dω (17.5)

Take now a time evolved eigenstate of the unperturbed Hamiltonian, and rewrite as a linear

combination of those times an unknown time-dependent function ck(t). We can write, for
a generic eigenstate |k〉, that the new perturbed state will be |ψ〉

|ψ〉 =
∑
k

ck(t)e
− iEkt

~ |k〉 (17.6)
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Inserting everything in the time-dependent Schrödinger equation for the perturbed Hamil-

tonian, and simplifying terms, we have

i~
∑
k

ċk(t)e
− iEkt

~ |k〉 =
∑
k

ckŴ (t)e−
iEkt

~ |k〉 (17.7)

Checking now the transition |k〉 → |b〉, and remembering the orthonormality between
states, we have, putting ωbk = (Eb − Ek)/~

ċb(t) =
1

i~
∑
k

ck(t) 〈b| Ŵ |k〉 e−iωbkt (17.8)

Approximating ck(t) to the first order in λ and making the assumption that the system will
be in a state |a〉 for t ≤ 0, therefore implying ck(t) = δka for k 6= a, b, we have, rearranging
terms of the same order

ċb(t) =
1

i~
〈b| Ŵ |a〉 e−iωbat (17.9)

Factoring out constants and time dependent parameters, we have that the coefficient for

our perturbation is

cb(t) =
q

2im~

ˆ ∞

0

ˆ t

0
A0(ω) 〈b| eik

ixiε · p̂ |a〉 e−i(ωba−ω)t′eiδω dtdω + c.c. (17.10)

If t >> 2π/ω we can approximate the radiation as a plane wave solution. Parting the
integrals we have that one will be nonzero for ωba ' ω and the second for ωba ' −ω. The
first nonzero solution describes an absorption between the state with |a〉 and |b〉, with
Eb > Ea, and the second instead describes an emission between the state |a〉 and |b〉.
Now, indicating 〈b| eikixi

ε · p̂ |a〉 as Mba and noting that
〈
eiδω

〉
= δ(ω) we have that the

transition probability will be

|cb(t)|2 =
q2

4m2~2

ˆ ∞

0
|A0(ω)|2

∣∣∣〈b| eikixiε · p̂ |a〉
∣∣∣2F (t, ωba − ω)dω (17.11)

Where the function F is defined as the square modulus of the integral of the exponential,
which corresponds to a sinc2 function For t >> 1 we have that, for the properties of the
function F , Fermi’s Golden Rule, and the connection between A2 and the intensity I, we
have

Pa→b(t) = |cb(t)|2 =
πq2t

2~2ε0ω2m2c
I(ω)|Mba|2δ(ωba − ω) (17.12)

Note that this probability is linearly dependent on time, therefore, the time-weighted

probability of transition between the states |a〉 and |b〉 for a system in an electromagnetic
field is

Wba =
πq2

ε0ω2
bam

2c~2
I(ωba)|Mba|2 (17.13)
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§ 17.2 Dipole Approximation

In order to evaluate dipole transitions we approximate our plane wave solution to the first

order, getting eikix
i ≈ 1, which gives us thatMba = 〈b| ε̂ · p̂ |a〉. In this approximation, we

can write

p̂ =
m

i~

[
r̂, Ĥ0

]
Substituting inMba and using Ĥ0’s hermiticity, we have, defining an electric dipole operator

D̂ = −er̂

M
(1)
ba =

imωba

e
〈b| ε̂ · D̂ |a〉 (17.14)

And

W
(1)
ba =

πI(ωba)

~2cε0

∣∣∣〈b| ε̂ · D̂ |a〉∣∣∣2 (17.15)

Evaluating the square norm on the right, we have that in case of unpolarized light, the

vector ε lays randomly on a sphere, and therefore we have that the matrix elements ofMba

will depend solely on |b〉 r̂ |a〉, as follows

|〈b| ε̂ · r |a〉|2 = 1

3

∑
k

|〈b| r̂k |a〉|2 =
1

3
|rba|

2 (17.16)

Where we used that
〈
cos2(θ)

〉
= 1/3.

Finally, we have that in the dipole approximation

Wba =
πq2I(ωba)

3~2ε0c
|〈b| r̂ |a〉|2 (17.17)

§§ 17.2.1 Dipole Selection Rules for Atomic Transitions

Consider now a Hydrogenic Hamiltonian (without spin) as our unperturbed system. In this

case we choose q = −e.
As we have seen before, the electric dipole transition probability between two states with

Eb > Ea depends only on the matrix elements of ε̂ · r. Rewriting everything in terms of
spherical components, we have

r̂±1 =
x̂± iŷ√

2
, r̂0 = ẑ

ˆε±1 =
ε̂x ± iε̂y√

2
, ε̂0 = ε̂z

(17.18)

Considering that Spherical Harmonics are eigenfunctions of our unperturbed Hamiltonian

and can also be used to describe the components of the vectors, we have r±1 =
√

4π
3 Y1,±1r̂
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and r̂0 =
√

4π
3 Y1,0r̂, hence we get that ε̂ · rba is

∑
q

〈
n′l′m′∣∣ ε̂qr̂q |nlm〉 =∑

q

ε̂q

√
4π

3

¨
Rn′l′Rnlr

3Y
m′

l′ Y
q
1 Y

m
l dΩ dr (17.19)

The last integral is nonzero if and only ifm′ = m+q, hence we must have thatm−m′ = ±1
and q = ±1. On the other hand, due to the parity of spherical harmonics, we need that
l + l′ + 1 must be even, hence summing the coefficients using Clebsch-Gordan rules, we
need that l = l′±1, and hence l− l′ = ±1. In bra-ket notation this reduces to the following
calculation ˆ

Y
m′

l′ Y
q
1 Y

m
l dΩ→

√
3(2l + 1)

4π(2l′ + 1)

〈
l100

∣∣l′0〉 〈l1mq∣∣l′m′〉 (17.20)

Which brings back our previously found selection rules, plus one more constraint on ∆m.
Recapping everything, we get that for a spinless system, the selection rules for a dipole

transition are

Quantum Number Permitted Transitions

l ±1
m 0,±1

§§ 17.2.2 Spontaneous Emission

A situation that can’t be evaluated using semiclassical methods is that of spontaneous

emission, since an atom can decay spontaneously, even without having some radiation

stimulating the process.

We start by evaluating an atom-photon system, for which we have three probabilities of

interaction between the two: absorption (Ba), emission (Be) and spontaneous emission

(Ase). The Bs indicate the probability in unit time that the photon induces a transition
between the two states b and a with Eb > Ea, and A indicates the probability for unit time
that the state b decays spontaneously to the state a. We already know that the Bs are tied
to our previous perturbation matrix as follows

Wba = Bbaρ(ωba)

Where ρ is a density tied to the photon number, which has the following formal expression

ρ(ω) =
~ωN(ω)

V

With V the volume considered and N(ω) the number of photons in that given frequency.
Given this, the number of atoms that decay from a to b is the following

Nba = NaBaρ(ωba)
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And, vice-versa

Nab = NbBeρ(ωba) +NbAse

If the system is at equilibrium we must have Nab = Nba, hence

Nb

Na
=

Baρ(ωba)

Beρ(ωba) +Ase
= e−β~ωba (17.21)

Where β = (kBT )
−1. Knowing that ρ must follow a Black-Body law, we have, solving for ρ

ρ(ωba) =
Ase

Ba

(
eβ~ωba − Be

Ba

) (17.22)

Hence
Be

Ba
= 1

Ase

Ba
=

~ω3
ba

π2c3

(17.23)

We then must have thatW a
ba =W se

ba = Baρ(ωba), and coupling it to equation (17.13), we
must have that

W se
ba =

πω3
bae

2

~c3ε0

∣∣∣ ˆepsilon · r̂ba
∣∣∣2 (17.24)

§§ 17.2.3 Thermodynamic Equilibrium

We already saw how the density of photons at a given frequency is given by the following

expression, without proof.

ρ(ω) =
~ω3

π2c3
1

eβ~ω − 1

Proof. We need to prove this relation. We start supposing that we have a system of levels

with ∆E = ~ω for every level in the set. The number of photons that populate this system
at a temperature T is

N(ω, T ) =

∑∞
n=0 ne

−βn~ω − β~ω
2∑∞

n=0 e
−βn~ω−β~ω

2

=

∑∞
n=0 nx

n∑∞
n=0 x

n
= −xd log(1− x)

dx
=

1

eβ~ω − 1
(17.25)

Where we put, for convenience, x = e−β~ω

We now need to evaluate howmany states we have with frequency ω. We begin considering
a box with sides of length Lwith periodic boundary value conditions. The number of possible
modes is

Nm(k) = 2
4
3πk

3(
2π
L

)3
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Differentiating and passing to frequency (ω = ck), we get

dNm(ω) =
V ω2

π2c3
dω (17.26)

And, henceforth, the energy density is

ρ(ω) dω =
~ω
V
N(ω, T ) dNm(ω) =

~ω3

π2c3
1

eβ~ω − 1
dω (17.27)

§ 17.3 Relativistic Corrections and Fine Structure

Taking the full-blown relativistically invariant Dirac Hamiltonian and considering it in the

limit v/c << 1 and assuming infinite nuclear mass, we get the following expression

Ĥ = mc2 +
p̂2

2m
− p̂4

8m3c2
+

1

2m2c2
1

R

dV

dR
L̂ · Ŝ +

~2

8m2c2
∇2V (R) + V (R) (17.28)

This Hamiltonian can be divided in three parts: The non-relativistic Hamiltonian, a kinetic

relativistic correction, spin-orbit interaction and the Darwin term.

§§ 17.3.1 Relativistic Correction for the Kinetic Energy

The relativistic correction for kinetic energy is given by the expansion of E = c
√
p2 +m2c2.

Expanding, we get

E ' mc2 + p̂2

2m
− p̂4

8m3c2
(17.29)

We have our non perturbed Hamiltonian Ĥ0 with our hydrogenoid potential summed to

the correction, as follows

Ĥ =
p̂2

2m
− Ze2

4πε0r
+Wp

Wp = −
p̂4

8m3c2

(17.30)

We already know that p̂2 = 2m
(
Ĥ0 − V

)
, hence p̂4 = 4m2

(
Ĥ0 − V

)2
, and

Wp = −
1

2mc2

(
Ĥ0 − V

)2
Surprisingly, this perturbation is diagonal in the basis of the Hydrogen atom, hence we find

ourselves in need of calculating only some expectation values, as follows

〈Wp〉 = −
1

2mc2

〈
Ĥ2

0 + V 2 −
[
Ĥ0, V

]〉
(17.31)
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Which gives

〈Wp〉 = −
1

2mc2

(
E2

n +
Z2e4

(4πε0)2

〈
1

r2

〉
+ 2En

Ze2

4πε0

〈
1

r

〉)
(17.32)

The expectation values are easy to calculate and their explicit calculation is given in appendix

E. For our specific case, we get that〈
1

r

〉
=

Z

a0n2〈
1

r2

〉
=

Z2

a20n
3
(
l + 1

2

)〈
1

r3

〉
=

Z3

a30n
3l
(
l + 1

2

)
(l + 1)

l > 0

(17.33)

Putting it all into our matrix elements of the perturbation, and remembering that En =
−E1/n

2, with E1 = −Z2/n2α2mc2, with α = e2/~c is the fine structure constant, we get

〈Wp〉 = −
1

2mc2

(
E2

n +
Z4e4

a20n
3(4πε0)2(l + 1/2)

+ 2En
Z2e2

4πε0a0n2

)
(17.34)

Substituting for En, we get, finally

〈Wp〉 = −En
Z2α2

2n2

(
3

4
− n

l + 1/2

)
(17.35)

For a Hydrogen atom we have Z = 1, and the correction is of order α2En. Counting that

α = 137−1 the perturbation is small enough to be treated as such.

§§ 17.3.2 Darwin Term

The Darwin term
(

~2
8m2c2

∇2V (r)
)
, for Hydrogenoid atoms, becomes

ŴD =
~2Ze2

8ε0m2c2
δ(ri) (17.36)

Where we used that ∇2(1/r) = −4πδ(r)
The matrix elements of ŴD will be nonzero only for l = 0, and will take the following form

〈WD〉 =
~2Ze2

8ε0m2c2
|φnlm(0)|2 (17.37)

In general |φn00(0)|2 = (4π)−1|Rn0|2, where

Rnl(ρ) =
1

(2l + 1)!

√(
2Z

na0

)3 (n+ l)!

2n(n− l − 1)!
e

ρ
2 rlF (l + 1− n, 2l + 2, ρ) (17.38)
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With ρ = 2Zr/na0. We have that |Rn0(0)|2 = 4Z3

n3a30
, hence

|φn00(0)|2 =
Z3

πa30n
3

(17.39)

For which, finally we get

〈WD〉 =
~2Z4e2

8πε0a30m
2c2n3

=
~2

2m2c2
Z2

n3a20
α2mc2 = −En

~2Z2

na0m2c2
= −En

Z2α2

n
(17.40)

§§ 17.3.3 Spin Orbit Coupling

The last term to evaluate, is the Spin-Orbit coupling of angular momentums, which gives

the following perturbation

ŴSO =
1

2m2c2
1

r

dV

dr
L̂ · Ŝ (17.41)

Explicitly

ŴSO =
Ze2

8πε0m2c2r3
L̂ · Ŝ (17.42)

Its matrix elements will be, then

〈WSO〉 =
Ze2

8πε0m2c2

〈
1

r3

〉〈
L̂ · Ŝ

〉
(17.43)

Adding angular momentums and passing to the basis |jlsmj〉, we get that

L̂ · Ŝ =
1

2

(
Ĵ2 − L̂2 − Ŝ2

)
And remembering that 〈

1

r3

〉
=

Z3

a30n
3l(l + 1/2)(l + 1)

, l > 0

We get

〈WSO〉 =
~2Z4e2

16πε0a30n
3l(l + 1/2)(l + 1)m2c2

(j(j + 1)− l(l + 1)− s(s+ 1)) (17.44)

In which, substituting in the following values

En = −Z
2α2mc2

2n2

a0 =
~

mcα
e2

4πε0
= α~c



17.3. RELATIVISTIC CORRECTIONS AND FINE STRUCTURE 171

We have

〈WSO〉 = −En
Z2α2

2n2
j(j + 1)− l(l + 1)− s(s+ 1)

l(l + 1/2)(l + 1)
(17.45)

Which, dividing it in two cases, if we have j = l + 1/2 or j = l − 1/2, we get

〈WSO〉 = −En
Z2α2

2nl(l + 1/2)(l + 1)
·

{
l j = l + 1/2

−(l + 1) j = l − 1/2

}
(17.46)

The total, and final, perturbation given by the relativistic approximation will not depend on

l, and it’s given by the following formula

Enj = En

(
1 +

Z2α2

n2

(
n

j + 1/2
− 3

4

))
(17.47)

§§ 17.3.4 Fine Structure Splitting

After summing all these perturbations to our initial energy, we have that although the

non-relativistic energy levels were 2n2 times degenerate, we have that in the Dirac theory
(i.e. relativistic quantum mechanics), we have that the n−th level splits in n different levels,
each one with its own value of j. This splitting is commonly called fine structure splitting,
and these n levels are called fine structure multiplets. The dimensionless fine structure
constant α ' 1/137 controls the scale of this splitting. It’s important to note how in Dirac
theory, two states with the same quantum numbers n, j but with l = j ± 1/2, have the
same energy, where the solution still has (−1)l parity. Thus for each j we have two series
of 2j + 1 solutions with opposite parity, except for j = n− 1/2, for which there is only a
series of solutions with parity (−1)n−1. The splitting we talked about in this paragraph is

indicated as follows with spectroscopic notation.

e.g. let’s say that we have n = 3, hence l = 0, 1, 2 and j = 1/2, 3/2, 5/2. Through the
perturbed energy (17.47) we will have that the n = 3 level will split in 5 levels, as follows

3s1/2, 3p1/2, 3p3/2, 3d3/2, 3d5/2

This splitting is accompanied by a further splitting, called hyperfine splitting, and its contri-

bution is called Lamb shift

§§ 17.3.5 Fine Structure Dipole Transitions

We already seen how the only permitted transitions in the dipole approximation are those

that have ∆l = ±1 and ∆s = 0, which implies that ∆j = 0,±1. Since Ĵ eigenstates are
linear combinations of eigenstates of Ŝ, L̂, we have that ∆j = 0 transitions are permitted.
e.g., let’s see how it works for states with l = 1 and s = 1/2. There will be 6 states, where
4 will have j = 3/2 and 2 will have j = 1/2. The six states in the |jmj〉 basis can be written
as a linear combination of states |lsmlms〉. Starting with mj = 3/2 we have∣∣∣∣32 , 32

〉
=

∣∣∣∣1, 12 , 1, 12
〉
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Operating with Ĵ− we have∣∣∣∣32 , 12
〉

= A

∣∣∣∣1, 12 , 0, 12
〉
+B

∣∣∣∣1, 12 , 1,−1

2

〉
Analoguously, starting from mj = −3/2 and working our way up the eigenstate ladder
with Ĵ+, we get ∣∣∣∣32 ,−1

2

〉
= C

∣∣∣∣1, 12 , 0,−1

2

〉
+D

∣∣∣∣1, 12 ,−1, 12
〉

And finally, the last two states∣∣∣∣12 ,−1

2

〉
= −

√
2

3

∣∣∣∣1, 12 ,−1, 12
〉
+

√
1√
3

∣∣∣∣1, 12 , 0,−1

2

〉
∣∣∣∣12 , 12

〉
= E

∣∣∣∣1, 12 , 1,−1

2

〉
+ F

∣∣∣∣1, 12 , 0, 12
〉

In this situation there are 7 possible transitions, but there will be only 5 visible lines, since

∆j = 2 is not permitted by the selection rules.
This can be seen as follows: before the absorption, the total angular momentum is ji, of the
electron, summed with the photon spin sγ = 1, hence the total (initial) angular momentum
will be ki, where |ji − 1| < ki < ji+1. After the transition, we must have kf = jf , and since
angular momentum must be conserved, we have that ki = kf , hence |ji − 1| < jf < ji +1,
this happens analogously with emission transitions. Finally, the selection rules for dipole

transitions in fine structure systems are∆l = ±1, ∆s = 0, ∆j = 0,±1where j = 0→ j = 0
is not permitted

§ 17.4 Zeeman Effect

Getting back to our semiclassical EM Hamiltonian, we have that the time dependent

perturbation can be written as

− i~e
m
Â · ∇ =

e

2m
B · L̂

And the quadratic perturbation as follows

e2

2m
Â2 =

e2

8m

(
B2r̂2 − (B · r̂)2

)
Since in laboratories is rare to exceed 10 T of magnetic field intensity, hence since 4a20B/4~ ≈
10−6B we suppose that the quadratic term is again negligible.
We define a Magnetic dipole moment operator as follows.

M̂ = − e

2m
L̂ = −µB

~
L̂ (17.48)
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With µB = e~/2m is Bohr’s magneton, which has the value of around 9.27408 · 1024 J/T
or Am2. The interaction Hamiltonian with this field then is

Ĥm = −M̂ ·B (17.49)

To this we have to add the intrinsic magnetic moment given by the electron, which has the

following shape

M̂ s = −
gµB
~
Ŝ (17.50)

Where g = 2 is the gyromagnetic ratio of the electron And the following Hamiltonian

Ĥs = −M̂ s ·B (17.51)

Our final Hamiltonian that accounts for spin-orbit interactions and atom-magnetic field

interaction is simply given via the Pauli equation, at which has been “attached” the spin-orbit

coupling element. The Pauli equation will then be

〈r| Ĥ |ψ〉 =
(
− ~2

2m
∇2 − Ze2

4πε0r
+ ξ(r)L̂ · Ŝ +

µB
~

(
L̂+ 2Ŝ

)
·B
)
ψ(r) = Eψ(r) (17.52)

Where, our ψ(r) not only accounts for spin, but for spin-orbit coupling also.

§§ 17.4.1 Strong Fields

Strong fields are characterized for having a magnetic field intensity of B > Z4 Tesla. In

this situation the spin-orbit coupling term is negligible, and our equation, after applying a

rotation and having B||ẑ, we have(
− ~2

2m
∇2 − Ze2

4πε0r

)
ψ(ri) =

(
E − µBBz

~

(
L̂z + 2Ŝz

))
ψ(ri) (17.53)

The perturbation is diagonal, and the shift will be

Enmlms = En + µBBz(ml + 2ms) (17.54)

Where in this case ms = ±1/2. Since there is no spin orbit coupling in this case, we have
that levels with ml = 1,ms = −1/2 and ml = −1,ms = 1/2 coincide.
We already know from the selection rules that we must have ∆ms = 0 and ∆ml = 0,±1,
thus splitting the transition n → n′ into three components. The two components with
∆ml = ±1 are called π lines, and the remaining one, with ∆ml = 0 is called the σ line.
These π transitions have the following frequencies

ω±
n′n = ωn′n ± ωL (17.55)

Where ωL = µBBz/~ is the Larmor frequency. This effect is known as normal Zeeman
effect, and the π and σ lines of this effect are said to be Lorentz triplets. They are also
observed in atoms for which S = 0, hence where spin-orbit coupling is absent.
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§§ 17.4.2 Paschen-Back Effect

At field strengths for which spin orbit coupling is appreciable but still small with respect to

the field intensity B, we have that first order perturbation theory can be applied in order to
calculate the energy shift.

We have then

∆E =

ˆ ∞

0
r2R2

nlξ(r) dr

〈
l
1

2
mlms

∣∣∣∣ L̂ · Ŝ ∣∣∣∣l12mlms

〉
= λnlmlms l 6= 0 (17.56)

We have that<++>

λnl = −En
Z2α2

n

1

l(l + 1/2)(l + 1)
(17.57)

Which removes the degeneracy in l. The energy difference between two different levels,
when ms = m′

s (∆ms = 0) is then the following

∆E = En′ −En+Ez +Epb = En′ −En+µBBz(m
′
l−ml)+ (λn′l′m

′
l−λnlml)ms (17.58)

§§ 17.4.3 Anomalous Zeeman Effect

For weak magnetic fields, we have what’s usually called the anomalous Zeeman effect. In

this case, the spin-orbit coupling is the dominant term, and our unperturbed Hamiltonian

takes the following shape

Ĥ0 = −
~2

2m
∇2 − Ze2

4πε0r
+ ξ(r)L̂ · Ŝ (17.59)

This Hamiltonian has exact wavefunctions, which are given via what’s known as Tensor

Spherical Harmonics (see appendix C). Our unperturbed wavefunction will then be

ψnlsjmj
(r, θ, φ) = Rnl(r)Y

jmj

ls (θ, φ) = C lsmlms
jmj

Rnl(r)Y
ml
l (θ, φ)χs,ms (17.60)

Or, in Dirac notation

|nl〉 ⊗ |ls〉 ⊗ |jmj〉 = 〈lsmlms| (|jmj〉 ⊗ |nl〉 ⊗ |lml〉 ⊗ |sms〉) (17.61)

Taking the magnetic field parallel to the z axis, we have that the perturbation needed to be
evaluated is

Ĥ′ =
µB
~

(
Ĵz + Ŝz

)
Bz (17.62)

And, the perturbation on the energy levels is

∆E = µBmjBz +
µB
~
Bz

∑
ms

ˆ
Yjm

l,1/2ŜzY
jm
l,1/2 dΩ (17.63)



17.5. STARK EFFECT 175

From the properties of tensor spherical harmonics, we have that the integral is of easy

computation, and gives the following result

ˆ
Y l±1/2,mj

l,1/2 ŜzY
l±1/2,mj

l,1/2 dΩ = ± ~mj

2l + 1
(17.64)

Which gives our searched energy shift

∆E = µBmjBz +
µBBz

2l + 1

∑
ms

mj (17.65)

Finally, getting back to our Hydrogenoid atoms, we now can write the total perturbation of

the energy levels for an interaction with a constant magnetic field as follows

Enjmj = En +∆Enj +∆Emj (17.66)

Where En is the unperturbed energy, ∆Enj is the fine structure correction and ∆Emj is

the weak field correction

§ 17.5 Stark Effect

The splitting of energy levels given by static electric fields is called Stark effect. We assume

that the electric field is perpendicular to our z axis, and that the field strength is much larger
than Spin-Orbit coupling.

The perturbation acting on our Hydrogenic Hamiltonian is

Ĥ′ = eEz (17.67)

§§ 17.5.1 Linear Stark Effect

In order to evaluate Stark shifts with perturbations at first order, we start by calculating the

perturbation given to the fundamental state.

Its first order correction is

E
(1)
100 = eE 〈100| ẑ |100〉 (17.68)

We already see that E
(1)
100 = 0, since the integral is null, due to it being the product of

an even function (〈xi|nlm〉) with an odd one (z). We therefore check for excited states,
starting at n = 2, for which we have a fourfold degeneration given by l, with energy
E2lm = −mc2α2/8.
In this case we have that 〈nlm| ẑ |n′l′m′〉 doesn’t vanish, if and only if∆m = 0 and∆l = ±1,
hence, the permitted transitions are only those between 2s and 2p states, for which our
perturbation (which is real, hence Hermitian) gives the following result

E
(1)
2s→2p = eE

ˆ
ψ210(xi)zψ200(xi) d

3xi (17.69)
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This last integral gives us that E(1) = ±3eEa0/Z, for which we have two different energy
levels, described by the following states

|1〉 = 1√
2
(|200〉+ |210〉)

|2〉 = 1√
2
(|200〉 − |210〉)

(17.70)

§ 17.6 Hyperfine Structure and Isotope Shifts

Hyperfine structure of energy levels appears when nucleii aren’t considered anymore point

charges with infinite mass. The name, hyperfine has been given to this structure, since the

deviation of the energy levels due to this additional perturbation is much smaller than that

of the fine structure shifts.

In general we can have two kinds of hyperfine effects: isotope shifts, that slightly deviate

degenerate energy levels without splitting them, and proper hyperfine effects that break

the degeneration on the levels and splits them.

§§ 17.6.1 Magnetic Dipole Hyperfine Structure

As for the electrons, we can define a nuclear spin, indicated with Î, which obey the same
spin algebra of ordinary spin. As with electrons, the eigenvalues for nuclear spin can be

half-integer, if the sum of the spins of the nucleons is fermionic, or integer, if the sum of

the spins of the nucleons is bosonic. We denote the eigenvalues of Î2 as ~2I(I + 1) and of
Îz as ~MI .

We can define, as for electrons, a Nuclear Magnetic Dipole Moment, M̂I as follows

M̂I =
gIµN
~

Î (17.71)

Where gI is the Landé factor, and µN is the Nuclear magneton, defined as

µN =
e~
2mp

=
me

mp
µB (17.72)

We now proceed to write our perturbed Hamiltonian as follows

Ĥ = Ĥ0 + ĤND (17.73)

Since we have already solved for the fine structure Hamiltonian, it is included into the

unperturbed Hamiltonian together with the Coulomb interaction.

At the zeroth order we have that the wavefunctions of Ĥ are separable in electronic
and nuclear variables, and are eigenfunctions of Ĵ2, Ĵz, Î

2, Îz. These wavefunction are
(2j + 1)(2I + 1) degenerate in mj ,MI .
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Examining the perturbation ĤND, we have that it will couple with both L̂ and Ŝ of the
electrons, hence splitting the Hamiltonian in a sum. Since this point dipole is located at the

origin, we have that

ĤNL = − i~e
m
Â · ∇ =

µ0
2π~2r3

gIµBµN L̂ · Î (17.74)

For the spin-spin coupling Hamiltonian we have that, in terms of magnetic fields we can

write the perturbation term as

ĤSS = −M̂ s ·B (17.75)

Where

B = −µ0
4π

(
M̂N∇2 1

r
−∇(M̂N · ∇)

1

r

)
(17.76)

Hence

ĤSS = − 2µ0
4~2π

gIµBµN

(
Ŝ · Î∇2 1

r
− (Ŝ · ∇)(Î · ∇)1

r

)
(17.77)

At r = 0 this perturbation will act only on s-states, and for r 6= 0 we get

ĤSS = − µ0
4πr3

(
M̂ s · M̂N −

3

r2

(
(M̂ s · r̂)(M̂N · r̂)

))
Summing the two terms, we have that ĤND = ĤNL + ĤSS , and we finally have

ĤND =
µ0

2~2π
gIµBµN

1

r3

(
L̂ · Î − Ŝ · Î + 3

(Ŝ · r̂)(Î · r̂)
r2

)
r 6= 0 (17.78)

Simplifying everything, we have, at r = 0

ĤND = −2µ0
3π

M̂s · M̂Nδ(r̂) r = 0 (17.79)

This last expression is called Fermi contact interaction. Another way to write (17.78) is to

define the new operator

Ĝ = L̂− Ŝ + 3
(Ŝ · r̂)r̂
r2

(17.80)

And (17.78) becomes

ĤND =
µ0

2~2π
gIµBµN

1

r3
Ĝ · Î (17.81)

Before proceeding in the calculation of the energy shifts, we define a total angular mo-

mentum for the whole system as F̂ = Î + Ĵ , and the energy shift will be given in the total
angular momentum basis as follows

∆E =
µ0

2~2π
gIµBµN 〈lsjIFMF |

1

r3
Ĝ · Î |lsjIFMF 〉 (17.82)
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We can write Ĝ · Î as (Ĝ · Ĵ)(Î · Ĵ)/~2j(j+1), and knowing that Î · Ĵ = 1/2
(
F̂ 2 − Î2 − Ĵ2

)
we have the total shift as

∆E =
C

2
(F (F + 1)− I(I + 1)− j(j + 1)) (17.83)

Where

C =
µ0

2~2j(j + 1)π
gIµBµN

〈
1

r3
Ĝ · Ĵ

〉
(17.84)

Noting that Ĝ · Ĵ = L̂2, we finally get our solution, having put aµ as a0m/µ, with µ the
reduced mass of the electron and the nucleus

∆END =
µ0
4π
gIµBµN

l(l + 1)

j(j + 1)

Z3

a3µn
3l(l + 1/2)(l + 1)

(F (F + 1)− I(I + 1)− j(j + 1)) l 6= 0

(17.85)

For l = 0 we instead get

∆END =
2µ0
3π

gIµBµN
Z3

a3µn
3
(F (F + 1)− I(I + 1)− s(s+ 1)) (17.86)

In atomic units, the final result will then be

∆Ehyp =
me

mp

(
µ

me

)3 2gIZ
3α2

n3(j + 1)(2l + 1)
·


I +

1

2
j ≤ I

I(j + 1/2)

j
j ≥ I

 (17.87)

We see that the total angular momentum quantum number behaves as Ĵ , hence∆F = 0,±1
are the only permitted transitions, with 0→ 0 being excluded



18 Two Electron Atoms

We start by directly writing the Schrödinger equation for a two electron atom in atomic

units, where

~ = 1

ke =
1

4πε0
= 1

e = 1

We immediately have

Ĥ = −1

2
∇2

1 −
1

2
∇2

2 −
Z

r1
− Z

r2
+

1

r12
(18.1)

In this case we have that the wavefunction is simmetric to spatial exchange of the two

electrons (also called para-wavefunction, similarly spatially antisymmetric wavefunction are

called ortho-wavefunctions).

We also must impose the Pauli exclusion principle, by taking into account the electrons’

spin. We end up having our wavefunction as

Ψ(q1, q2) = ψ(x1i , x
2
i )χ1/2,ms

(1, 2) (18.2)

As we know already, the basis spinor wavefunction for a system of two electrons can be

either antisymmetric (singlet) or symmetric (triplet), and hence can take the following shapes

|00〉 = 1√
2
(|↑〉 |↓〉 − |↓〉 |↑〉)

|11〉 = |↑〉 |↑〉

|10〉 = 1√
2
(|↑〉 |↓〉+ |↓〉 |↑〉)

|1 ↓ 1〉 = |↓〉 |↓〉

Due to Pauli’s exclusion principle, we have that the final wavefunction must be completely

antisymmetric, hence, if we have a para wavefunction ψ+, the final solution will take the

shape

Ψ(q1, q2) = ψ+(x
1
i , x

2
i )χ00 (18.3)

179
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Or analoguously, if we have an ortho wavefunction

Ψ(q1, q2) = ψ−(x
1
i , x

2
i ) ·


χ11

χ10

χ1−1

 (18.4)

Written this, one may immediately ask what’s then the scheme of energy levels? As an

example we take an Helium atom. We have that Z = 2 << 40, hence we have a set of
levels of an almost independent levels, one of ortho-triplet states and one of para-singlet

states. The lowest energy levels, are divided then between singlets (S = 0) and triplets
(S = 1), where S is the total spin.
Let L be the sum of the eigenvalues of the square angular momentum of both electrons
andML the sum of the eigenvalues of the projection. We can introduce the spectroscopic

terms as a new notation for atomic energy levels. They’re written as follows

2S+1LMJ
(18.5)

The term L, analogously to the term l for particles, takes the “values” S, P,D, F,G,H, · · · ,
as l, which takes values s, p, d, f, g, h, · · · . In addition, on the top left of the term there is
indicated the multiplicity of the state, which indicates whether it’s a singlet or a triplet state,

in terms of total spin. On the bottom right there are indicated the possibleMJ values of

the considered system.

§ 18.1 Independent Particle Model

In order to get a first approach to two-electron atoms, we need to develop an approximate

theory, in which the e− − e− interaction is taken as a perturbation on the system

Ĥ = −1

2
∇2

1 −
Z

r1
− 1

2
∇2

2 −
Z

r2
+ Ĥ′

Ĥ′ =
1

r12

Ĥ = ĥ1 + ĥ2 + Ĥ′ = Ĥ0 + Ĥ′

(18.6)

In this case we have that the eigenvalues of the single electron Hamiltonian (ĥi) are known
to be the following

ĥiψnlmi
(xij) = −

Z2

2n2i
ψnlmi

(xij) i = 1, 2; j = 1, 2, 3

Hence, in general, we then have the following solution for the unperturbed Hamiltonian

Ĥ0ψ
0(x1i , x

2
i ) = −

Z2

2

(
1

n21
+

1

n22

)
ψn1l1m1(x

1
i )ψn2l2m2(x

2
i ) (18.7)
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This solution adds up a new exchange degeneracy of the state. We already know tho that

the final wavefunction must be the symmetrization or antisymmetrization of the two single

electron wavefunctions. In Dirac notation, using |1, 2〉 for the full wavefunction and |i〉 for
the single electron wavefunction, we must then have

|1, 2〉± =
1√
2
(|1〉 |2〉 ± |2〉 |1〉) (18.8)

Therefore, we can take the antisymmetric wavefunctions (ψ0
−) as an approximation for ortho

states and (ψ0
+) for para states.

This consideration lets the ortho wavefunction vanish for the ground state of the system, in

accord with the Pauli exclusion principle, hence there can exist a single para-singlet state as

ground state, for which, the associated wavefunction is the following

〈1, 2|1s, 1s〉 = ψ0
GS = ψ1s(x

1
i )ψ1s(x

2
i ) =

Z3

π
e−Z(r1+r2) (18.9)

This result, gives then for Helium (Z = 2) E0
GS = −Z2 = −4 a.u. (−108.8 eV), which

corresponds to a ionization potential of Ip = Z2/2 = 2 a.u (54.4 eV). The experimental
values are not in accord with these results, which are Eexp

GS = −2.90 a.u. (−79.0 eV) and a
ionization potential Iexpp = 0.90 a.u. (24.6 eV).
This final result is quite far from the experimental result, since we neglected the e− − e−
interaction.

§§ 18.1.1 Central Field Approximation

We now take again our equation (18.6) and we take a new unperturbed Hamiltonian, which

is the sum of the two single particle hamiltonians

ĥ′i = −
1

2
∇2

i + V (ri) (18.10)

And we modify the perturbation, getting this new formula

Ĥ′ =
1

r12
− Z

r1
− V (r1)−

Z

r2
− V (r2) (18.11)

In this new representation of the problem, we need to choose a central potential V (ri), for
which we have that Ĥ′ is small enough. We choose his potential to be the following

V (r) = −Z − S
r

= −Ze

r

Where S is some constant, called screening constant. What we indicated with Ze is com-

monly considered as an effective charge.

Since the new potential is a Coulomb potential, we already know the ground state wave-

function and the energy levels, since we might simply insert the substitution Z → Ze in

what we have already found.
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Writing unlm as the single particle equation, we will have that the single-particle energy
levels will depend directly on l, breaking the degeneracy on that quantum number. Our
complete wavefunction for discrete excited states will then be the following

ψ′
±(x

1
i , x

2
i ) =

1√
2

(
u100(x

1
i )unlm(x2i )± unlm(x1i )u100(x

2
i )
)

(18.12)

The total energy of the atom will then be, simply

E0
nl = E1s + Enl (18.13)

Where Enl depends on the chosen potentia V (ri), and is Enl = −Z2
nl/n

2.

In the special case of a completely screened electron we will have S = 1, and the energy
levels will then be described, in the non-interacting electron approximation as follows

E0
n = −Z

2

2
− (Z − 1)2

2n2
(18.14)

§ 18.2 Ground State of Two Electron Atoms

§§ 18.2.1 Perturbation Theory

We have already seen that the ground state eigenket of two electron atoms, in its most

general expression can be written as follows

|q1, q2〉 =
1√
2
|1, 2〉 (|↑〉1 |↓〉2 − |↓〉1 |↑〉2) (18.15)

Using perturbation theory, we can already get a nice guess of the ground state correction,

via the calculus of the matrix elements 〈1s, 1s| Ĥ′ |1s, 1s〉, where Ĥ′ = r−1
12 . Writing explicitly

the integral, we get

E1
0 =

ˆ ∞

0
|ψ1s(r1)|2

1

r12
|ψ1s(r2)|2 dr1dr2 (18.16)

Using the following conversion, and the connection between Legendre polynomials and

spherical harmonics, we have that, firstly

1

r12
=

∞∑
l=0

minl(r1, r2)

maxl+1(r1, r2)
Pl(cos θ)

Hence

1

r12
=

∞∑
l=0

l∑
m=−l

4π

2l + 1

minl(r1, r2)

maxr+1(r1, r2)
Y

m
l (θ1, φ1)Y

m
l (θ2, φ2)
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Plugging it into the integral, and using the properties of spherical harmonics, we get

E1
0 =

Z6

π2

∞∑
l=0

l∑
m=−l

16π2

2l + 1

ˆ ∞

0
r21 dr1

ˆ ∞

0
e−2Z(r1+r2) r

l
m

rl+1
M

δl0δm0 dr2

Contracting the indices with the sums and the Kronecker deltas, we have our final integral

E1
0 = 16Z6

ˆ ∞

0
e−2Zr1r21 dr1

(
1

r1

ˆ r1

0
e−2Zr2r22 dr2 +

ˆ ∞

r1

e−2Zr2r2 dr2

)
(18.17)

The integrals give the value 5/128Z5, hence, we get our correction

E1
0 =

5

8
Z (18.18)

The final approximate energy is then

E0 ≈ E0
0 + E1

0 = −Z2 +
5

8
Z (18.19)

§§ 18.2.2 Variational Methods

Proceding instead using variational calculus, we set our |1s〉 wavefunction to be dependent
from a parameter Ze, which will be needed to minimize the following functional

E[φ] =
〈φ| Ĥ |φ〉
〈φ|φ〉

(18.20)

Where we set |φ〉 = |1s〉1 ⊗ |1s〉2.
Calculating and introducing here the quantum virial theorem, we get that

〈φ| p̂
2
1

2m
|φ〉 = 〈φ| p̂

2
2

2m
|φ〉 = 〈1s| p̂

2

2m
|1s〉 = 1

2
Z2
e (18.21)

We then also have

−〈φ| Z
r1

+
Z

r2
|φ〉 = −2ZZe (18.22)

And, due to our previous calculations

〈φ| 1

r12
|φ〉 = 5

8
Ze (18.23)

The final result is our energy as a function of the parameter Ze, which is

E(Ze) = Z2
e − 2ZZe +

5

8
Ze (18.24)
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We search for an extremal of this function deriving with respect to the parameter, and we

get
∂E

∂Ze
= 2Ze − 2Z +

5

8

Ze = Z − 5

16

(18.25)

Hence, since our energy was E0 = −Z2
e , we get, in atomic units, that for Helioid atoms,

the energy of the ground state will be approximated as follows

EGS
0 = −

(
Z − 5

16

)2

= −Z2 +
5

8
Z − 25

256
(18.26)

Plugging in the values for Helium, we find that E0 = 2.84766 au, a value that differs only
by the 0.056 au from the experimental value.
Another way of finding a more precise ground state energy has been found by Hyller-

aas, where another set of coordinates is chosen, and the trial wavefunction has multiple

variational parameters. These are the following coordinates

s = r1 + r2

t = r1 − r2
u = r12 = ‖r1 − r2‖

The trial wavefunction is the following

φ(s, t, u) = e−ks
N∑
l=0

N∑
m=0

N∑
n=0

cl,2m,ns
lt2mum

Where cl,2m,n are linear variational parameters, and k is a nonlinear variational parameter
that behaves like the effective charge Ze.

Since the ground state must be a para state, this wavefunction must be an even function

of t. Calculating for N = 5, we have 6 variational parameters, we have that the energy
calculated is −2.90324 au, which is surprisingly close to the experimental value, differing
only by 4.8 · 10−4 au (0.013 eV).

§ 18.3 Excited States of Two Electron Atoms

We will now treat the excited states of Helioid atoms, with the same methods used for

evaluating the ground states.

§§ 18.3.1 Perturbation Theory

Firstly, we apply perturbation theory to our system, formed by the sum Ĥ0 + Ĥ′, with
Ĥ′ = r−1

12 .

We already know that these states must either be parastates or orthostates, hence we will
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need our wavefunction to be either exchange-symmetric or exchange-antisymmetric. The

energy perturbation will then depend on the sign of the wavefuction. We also know that[
Ĥ′, L̂z

]
= 0, hence we can write the following result

E1
± =

〈
ψ0
±
∣∣ Ĥ′ ∣∣ψ0

±
〉
= J ±K (18.27)

Where

J =

ˆ
R3×R3

|ψ100(r1)|
2 1

r12
|ψnlm(r2)|

2 d3r1d
3r2

K =

ˆ
R3×R3

ψ100(r1)ψnlm(r2)
1

r12
ψ100(r2)ψnlm(r1) d

3r1d
3r2

(18.28)

Where n ≥ 2. The integral J is called Coulomb or direct integral and K is called Exchange

integral.

Expanding r−1
12 in spherical harmonics, we get

Jnl =

ˆ ∞

0
Rnl(r2)r

2
2 dr2

ˆ ∞

0
R2

10(r1)
r21

max(r1, r2)
dr1

Knl =
1

2l + 1

ˆ ∞

0
R10(r2)Rnl(r2)r

2
2 dr2

ˆ ∞

0
R10(r1)Rnl(r1)

minl(r1, r2)

maxl+1(r1, r2)
r21 dr1

(18.29)

Hence, E1
± = E1

nl±, so the energy after this correcion directly depends on n, l.
At first order, we can then write

Enl± ≈ E0
1n + E1

nl± = −Z
2

2

(
1 +

1

n2

)
+ Jnl ±Knl (18.30)

In order to see how this perturbation acts, we can see that Jnl must be always positive.
Seeing that for l = n− 1, Rn,n−1 has no nodes, hence Kn,n−1 > 0. It can also be seen that,
in general Knl > 0, so, from (18.30) we see that an orthostate has an energy lower to the
corresponding parastate.

This can be seen introducing spin into our calculus, as follows.

E1
nl± = Jnl −

1

2

(
1 + σ1i σ

i
2

)
Knl (18.31)

Where σji are the pauli matrices of the two electrons.

§§ 18.3.2 Variational Methods

Variational methods can be applied supposing that the higher-order wavefunction are

orthogonal to the ground-state trial function and then calculate the variational integrals.

This method is best applied on singular states.

Starting with the 23S state of the atom, we have that, using variational parameters Zi, Zo

as the inner and outer effective charge, we can write the state as follows∣∣23S〉 = N (|1s〉 |2s〉 − |2s〉 |1s〉) (18.32)
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Where
u1s(r) = e−Zir

v2s(r) =

(
1− Zor

2

)
e−

Zor
2

(18.33)

Substituting into the variational integral and finding the minimum, we get Zi = 2.01 au
and Zo = 1.53 au, which yeld E23S = −2.167 au. Analogously, one can use Hylleraas
wavefunction in order to get a more precise result.

For 21P and 23P states, we use the following state kets∣∣21P〉 = N+ (|1s〉1 |2pm〉2 + |2pm〉1 |2s〉2)∣∣23P〉 = N− (|1s〉1 |2pm〉2 − |2pm〉1 |2s〉2)
(18.34)

With wavefunctions
u1s(r) = e−Zir

v2pm(r) = re
Z0r
2 Y 1

m(r̂)
(18.35)

The variation gives, in atomic units

Z21P
i = 2.00

Z21P
o = 0.97

E21P = −2.123

Z23P
i = 1.99

Z23P
o = 1.09

E23P = −2.131

The two theoretical values are around 3 au from the experimental measurements.



19 Many Electron Atoms

§ 19.1 Central Field Approximation

In order to treat properly many-electron atoms we need to introduce an approximation,

known as central field approximation or Hartree’s method, in which the Coulomb potential

is substituted with a new spherically symmetrical effective potential.

Firstly, we consider an atom with N electrons and a nucleus with charge qN = Ze and
infinite nuclear mass. In our Hamiltonian we (at first) neglect all small effects (Spin-Orbit

coupling, relativistic effects, etc…). Having considered this, putting rij =
∥∥ri − rj∥∥ our

many-electron Hamiltonian is

Ĥ =

N∑
i=1

(
− ~2

2m
∇2

i −
Ze2

4πε0ri

)
+

N∑
i<j=1

e2

4πε0rij
(19.1)

In this case, the term r−1
ij is too big to be treated as a perturbation, hence, we must use

what’s called a central field approximation. In this approximation we map our potential

V (r) to a new potential defined as follows

Vcf (r) = −
Z

r
+ S(r) (19.2)

Where S(r) is a spherically symmetric screening function.
Our Hamiltonian then becomes

Ĥ = Ĥe + Ĥ1 =

n∑
i=1

ĥi +

N∑
i<j=1

1

rij
−

N∑
i=1

S(ri) (19.3)

This way, we can divide our calculus in two. Solving for the single electron Hamiltonian ĥi,
we have

N∑
i=1

ĥi |ψe〉 = Ee |ψe〉

|ψe〉 =
N⊗
i=1

|nlml〉i

ĥi |nlml〉i = Enl |nlml〉i

(19.4)

187
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Where |nlmi〉 is our single-electron orbital. It’s important to remember that these orbitals
are «not» the usual Hydrogenic orbitals, since the chosen potential is quite different.

Now there is only one simple thing missing, Spin. Our complete electronic wavefunction will

then be the direct product between a spinor and the electronic wavefunction, as follows

unlmlms(qi) = unlml
(ri)χ 1

2
,ms
↔ |nlml〉i ⊗

∣∣∣∣12 , ↑↓
〉

(19.5)

Now, we’re ready to determine |ψe〉. In order to make sure that Pauli exclusion principle’s
requirements are solved, we know already that the total wavefunction must be zero if

an electron is in the same state of another one. This is perfectly described through a

determinant, called Slater determinant, which is defined as follows (let µ, ν, δ be generic
states)

ψe(q1, · · · , qN ) =
1√
N !

∣∣∣∣∣∣∣∣∣
uµ(q1) uν(q1) · · · uδ(q1)
uµ(q2) uν(q2) · · · uδ(q2)
...

...
...

...

uµ(qN ) uν(qN ) · · · uδ(qN )

∣∣∣∣∣∣∣∣∣ (19.6)

It’s worth noting that (N !)−1/2 is a normalizing factor for our final wavefunction.

A notable example comes for He ground state wavefunction. We will have then

|1, 2〉 = 1√
2

∣∣∣∣|100〉 ⊗ |↑〉1 |100〉 ⊗ |↓〉1
|100〉 ⊗ |↑〉2 |100〉 ⊗ |↓〉2

∣∣∣∣
|1, 2〉 = 1√

2
|100〉1 ⊗ |100〉2 ⊗

(
|↑〉1 ⊗ |↓〉2 − |↓〉1 ⊗ |↑〉2

) (19.7)

The parity of the wavefunction ψe will then be (−1)
∑

i li as it should be.

Now, it’s time to define new vector operators for angular momentum L̂, Ŝ in the many-
electron case, and defining both as the sum of the single electron operators we can easily

demonstrate that [
Ĥe, Ŝ

]
=
[
Ĥe, L̂

]
= 0 (19.8)

Therefore, we can define a new common basis between the Hamiltonian and these operator

as |LSMlMs〉, where

Ŝ2 |LSMlMs〉 = ~2S(S + 1) |LSMlMs〉
L̂2 |LSMlMs〉 = ~2L(L+ 1) |LSMlMs〉
Ŝz |LSMlMs〉 = ~Ms |LSMlMs〉
L̂z |LSMlMs〉 = ~Ml |LSMlMs〉
Ĥe |LSMlMs〉 = Enl |LSMlMs〉

(19.9)

It’s of great importance to know that in order to find the wavefunctions 〈ri|LSMlMs〉, we
need to find linear combinations of Slater determinants. In the case of Helium, it was fine to

use a Slater determinant, since L = S = 0, since we were searching for 1S0 wavefunctions
for an electronic configuration of 1s2.
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§§ 19.1.1 Shells and Subshells

As we have seen before, the total energy of atoms is directly determined by the electron

configuration. We have already seen that the single electron energy grows with n+ l, and
since the spherical harmonics and spinors are already known from previous calculations,

the problem is only to find a new radial function, where the potential is central but not

coulombian.

Due to this dependency with n and l we can characterize electronic shells and subshells. A
shell is composed of atoms with the same value of n and subshells are composed by atoms
with the same value of n and l.
As in orbital spectroscopic nomenclature, we assign a letter to each shell, as follows

n = 0, l = 0 −→ K

n = 1, l = 0 −→ LI

n = 1, l = 1 −→ LII

...

(19.10)

The maximum number of electrons in a subshell is 2(2l+ 1), and if the number of electrons
exactly matches it, the subshell in question is called closed or filled.

Instead, there can be maximum 2n2 electrons in a shell, and the “closed” or “filled” names
of complete subshells transfers directly to shells.

In general, the degeneracy of a configuration (g), can be determined from the degeneracy
of the shells. Let δi = 2(2li + 1) be the degeneracy of the subshell, and νi the number of
electron occupying the same subshell with energy Enili . Henceforth, there will be di ways
of distributing electrons in this i-th subshell, this number is

di =
δi!

νi! (δi − νi)!
(19.11)

And, therefore, for an electronic configuration we will have that

g =

n∏
i=1

di

Where the index goes through all the n subshells. It’s worth noting that for a closed subshell
d = 1, easing the calculus. Taking Carbon as an example, we will have an electronic
configuration of [He]2s22p2, hence

K → ν = 2, δ = 2, d = 1

LI → ν = 2, δ = 2, d = 1

LII → ν = 2, δ = 6, d = 15

(19.12)

Hence g = 15.
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§§ 19.1.2 Aufbau Rule and the Periodic Table

Having defined properly the electronic structure of many electron atoms, we’re able to

discuss the Aufbau (building up) of atoms.

The “building up” of atoms is given by the Z electrons, that fill the shells in accordance
with the Pauli exclusion principle. The ground state configuration of an atom is then given

by distributing the electrons into n subshells. The first n− 1 (or n if the shell is complete)
subshells are filled completely, and the last subshell, if incomplete, houses the so called

valence electrons.

The screening given by the complete shells is what makes sure that the ionization potential

doesn’t grow with Z, but has peaks for atoms with complete shells, that always have a
ground state 1S0. These atoms form the set of noble gases, which are chemically inert.
Seeing the ionization potential tables is also evident that the ionization potential of noble

gases lowers with Z, since the nucleus is bigger, and the last electrons feel less attraction
from the nucleus.

The stableness given by having a complete valence shell, is the reason that the alkalis (Li,

Na, K, Rb, Cs) and the halogens (F, Cl, Br, I) are extremely reactive chemically, since the

first ones have one weakly bound electron more, and the last ones have a “hole”, which

is only a missing electron which is needed to complete the shell. The recurrence of this

property is what brought chemists to build the periodic table, which is a table of all the

known elements, ordered in base to their value of Z.

§ 19.2 Hartree-Fock Metod and Self-Consistent Fields

The basic starting point of Hartree-Fock theory is the independent particle model. The

complete Hartree-Fock method accounts for the Pauli exclusion principle too, whereas the

Hartree method alone doesn’t.

The first thing assumed for the Hartree-Fock wavefunction is that the final N -electron
wavefunction is a Slater determinant, or an antisymmetric product of electron spin-orbitals.

This Slater determinant is given through the variational calculus of every single electron

orbital.

Seeing this in a broader way, we can see our final wavefunction being an infinite linear

combination of Slater determinants, which lets this metod to be well suited for calculus of

even more complex systems like molecular orbitals and solid state physics. In order to keep

things simple, we will treat only with the discussion of the ground state of a multi-electron

atom, where the considered Hamiltonian is not relativistic.

Now, supposing we have a total Hamiltonian Ĥ = Ĥ1 + Ĥ2, where

Ĥ1 =
N∑
i=1

ĥi =
N∑
i=1

(
−1

2
∇i −

Z

ri

)

Ĥ2 =

N∑
i<j=1

1

rij

(19.13)
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We have that the first Hamiltonian describes the sum of N electronic Hamiltonians which

include nucleus-electron attraction, and the second describes N(N − 1)/2 terms which
describe the two body interaction of electrons..

According to the variational method, if we suppose that the trial wavefunction is φ, we
have that

E0 ≤ E[φ] = 〈φ| Ĥ |φ〉
Where we suppose 〈φ|φ〉, and |φ〉 is determined through a Slater determinant of orthonormal
single electron wavefunctions.

Another way to interpret this wavefunction is defining the antisymmetrization operator Â.
We have

Â =
1

N !

∑
P

(−1)P P̂

|φ〉 =
√
N !Â |φH〉

|φH〉 =
N⊗
i=1

|ui〉

(19.14)

It’s obvious that since Â is a linear combination of exchange operators P̂ , that it’s also a
projection operator.

The wavefunction |φH〉 is what’s called a Hartree wavefunction, which is simply the direct
product of every single electron wavefunctions.

Since both Hamiltonians are invariant under permutation of electronic coordinates, we

have that
[
Ĥi, Â

]
= 0, and therefore the calculation of the expectation values of the first

Hamiltonian reduces to the following calculus, thanks to our definition of |φ〉

〈φ| Ĥ1 |φ〉 = N ! 〈φH | Ĥ1Â |φH〉 (19.15)

Thanks to the definition of Â and Ĥ1 we can reduce the calculus to the following expectation

value

〈φ| Ĥ1 |φ〉 =
N∑
i=1

∑
P

(−1)P 〈φH | ĥiP̂ |φH〉 =
∑
λ

〈uλ| ĥi |uλ〉 (19.16)

Where the index λ runs on all possible quantum states of the single electron wavefunction
Defining Iλ = 〈uλ| ĥi 〈uλ|uλ〉 we have that 〈φ| Ĥ1 |φ〉 =

∑
λ Iλ. Analoguosly with Ĥ2 we

get

〈φ| Ĥ2 |φ〉 = N ! 〈φH | Ĥ2Â |φH〉 (19.17)

Expliciting both operators, we get

〈φ| Ĥ2 |φ〉 =
N∑

i<j=1

∑
P

(−1)P 〈φH |
1

rij
P̂ |φH〉 =

N∑
i<j=1

〈φH |
1

rij

(
1− P̂ij

)
|φH〉 (19.18)

Since the exchange operator in this case exchanges spin and spatial coordinates of electrons

i, j, we can also write the previous equation as follows

〈φ| Ĥ2 |φ〉 =
1

2

∑
λ

∑
µ

(
〈uλuµ|

1

rij
|uλuµ〉 − 〈uλuµ|

1

rij
|uµuλ〉

)
(19.19)
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We can now define two new terms, the direct term Jλµ and the exchange term Kλµ, where

they’re defined as follows

Jλµ = 〈uλuµ|
1

rij
|uλuµ〉

Kλµ = 〈uλuµ|
1

rij
|uµuλ〉

(19.20)

It’s also obvious that these two matrices are real and symmetric on both indices.

This final calculus brings the following result

〈φ| Ĥ2 |φ〉 =
1

2

∑
λ

∑
µ

(Jλµ − |λµ〉) (19.21)

The total energy functional is then the following

E[φ] =
∑
λ

Iλ +
1

2

∑
λ

∑
µ

(Jλµ −Kλµ) (19.22)

Introducing the N2 Lagrange multipliers cλµ, we have that the variational equation that we
need to solve is the following

δE −
∑
λ

∑
µ

cλµδ 〈uλ|uµ〉 (19.23)

Diagonalizing the matrix cλµ with an unitary transformation, we get

δE −
∑
λ

∑
µ

Eλδλµδ 〈uλ|uµ〉 = δE −
∑
λ

Eλδ 〈uλ|uλ〉 (19.24)

Projecting the previous equation in L2(R3 ⊗Hs), and variating the spin-orbital electronic
wavefunction we have a set of integro-differential equations, known as the Hartree-Fock

equations(
−1

2
∇2

i −
Z

ri

)
uλ(qi) +

(∑
µ

ˆ
uµ(qj)

1

rij
uµ(qj) dqj

)
uλ(qi)−

−
∑
µ

(ˆ
uµ(qj)

1

rij
uλ(qj) dqj

)
uµ(qi)− Eλuλ(qi) = 0

(19.25)

We can build a more compact version of the Hartree-Fock equation defining two new

operators as follows

V̂ d
µ =

ˆ
uµ(qj)

1

rij
uµ(qj) dqj = 〈µ|

1

rij
|µ〉

V̂ ex
µ f(qi) =

(ˆ
uµ(qj)

1

rij
f(qj) dqj

)
uµ(qi) =

(
|µ〉 〈µ| 1

rij

)
|f〉

(19.26)
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Called respectively the direct operator and exchange operator. Otherwise we can define

the direct potential and the exchange potential as follows

V̂d =
∑
µ

V̂ d
µ =

∑
µ

〈µ| 1
rij
|µ〉

V̂ex =
∑
µ

V̂ ex
µ =

∑
µ

|µ〉 〈µ| 1
rij

(19.27)

With this new addition, the Hartree-Fock equation becomes the following

−1

2
∇2

iuλ(qi)−
Z

ri
uλ(qi) + V̂duλ(qi)− V̂exuλ(qi) = Eλuλ(qi)

1

2
p̂2i |λ〉 −

Z

ri
|λ〉+ V̂d |λ〉 − V̂ex |λ〉 = Eλ |λ〉

(19.28)

Or, defining the Hartree-Fock potential as follows

V̂ = −Z
ri

+ V̂d − V̂ex (19.29)

We can rewrite the previous equation as follows

−1

2
∇2

iuλ(qi) + V̂uλ(qi) = Eλuλ(qi)

1

2
p̂2 |λ〉+ V̂ |λ〉 = Eλ |λ〉

(19.30)

§§ 19.2.1 Beryllium Ground State

A particular example of what can be calculated with the Hartree-Fock approximation is the

ground state 1S of Beryllium. The Hartree-Fock potential operator, in this case is

V̂ = − 4

ri
+ V̂ d

1s↑ + V̂ d
1s↓ + V̂ d

2s↑ + V̂ d
2s↓ −

(
V̂ ex
1s↑ + V̂ ex

1s↓ + V̂ ex
2s↑ + V̂ ex

2s↓

)
(19.31)

The Hartree-Fock equations, since the spatial part of the two s electrons is be identical,
separate into two coupled integro-differential equations, and we get then that E1s =
E1s↑ = E1s↓ and E2s = E2s↑ = E2s↓. The general solution for these equation is given
through a basis change to the basis of Slater orbitals, which have the following form

snlm(r) =
(2α)n+

1
2√

(2n)!
rn−1e−αrY m

l (θ, φ) (19.32)

The equations are then solved numerically.

Due to electronic dispositions it’s obvious that the total Be wavefunction will be symmetric

(S state), the total spin will be 0, and therefore we have a 1S0 state
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§ 19.3 Spin-Orbit Interactions and Fine Structure of Many-Electron
Atoms

As treated before with single-electron atoms, we define an electronic Hamiltonian (Ĥe) and

a perturbative Hamiltonian (Ĥ2), where the first will be the sum of all the single electron

Hamiltonians, and the second will be our spin-orbit perturbative Hamiltonian.

The total Hamiltonian will then be

Ĥ = Ĥe + Ĥ1 + Ĥ2 (19.33)

Where Ĥ1 is the electrostatic correction, and

Ĥ2 =
∑
i

ξ(ri)L̂i · Ŝi =
∑
i

1

2m2c2
1

ri

∂V

∂ri
L̂i · Ŝi

Ĥe =
∑
i

ĥi =
∑
i

(
−1

2
∇2

i + V̂
) (19.34)

Since this atom described by Ĥ is isolated, the total parity and Ĵ are conserved.
We shall utilize the usual perturbation theory on the energy levels obtained from the Hartree-

Fock approximation, henceforth taking the Hartree-Fock energy as our “true” energy.

As we saw before, since the Hamiltonian commutes with Ĵ (and L̂, Ŝ), hence we can say
thatML,MS are good quantum numbers. Hence, every level will be (2L+1)(2S+1) times
degenerate. As usual, every level will be indicated with the usual spectroscopic notation.

§§ 19.3.1 Determination of Possible Terms in Spin-Orbit Coupling

Using the usual angular momenta addition rules, it’s possible to determine straight away

that, for filled subshells L = S = 0. Hence, an atom with its last subshell filled must have a
state 1S0. In the case of ions, we toss out all filled subshells, and consider only the optically
active electrons in order to determine the possible states of the atom. We have three main

cases

1. Non-equivalent electrons (in different subshells)

In this case, there can’t be couples of optically active electrons that have the same set

of quantum numbers, hence Pauli’s exclusion principle is automatically satisfied.

We find the value of L and S by summing all optically active electrons’ single values.
It can be illustrated with two simple examples

(a) Configuration np n′p
In this configuration we have l1 = l2 = 1 and s1 = s2 = 1/2, hence L = 0, 1, 2
and S = 0, 1. We therefore can have the following terms for the configuration

1S, 1P, 1D, 3S, 3P, 3D
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(b) Configuration np n′d
Here instead we have l1 = 1, l2 = 2 and s1 = s2 = 1/2, thus L = 1, 2, 3 and
S = 0, 1. The possible term values are

1P, 1D, 1F, 3P, 3D, 3F

For more than 2 optically active electrons this calculation is repeated up until all the

electrons’ angular momenta are summed.

2. Equivalent electrons (in the same subshell)

This case is slightly more complicated, since Pauli’s exclusion principle isn’t immediately

satisfied.

The most simple case that might be encountered is the case ns2, which forces us
with a 1S0 state. A slightly more complicated case is given by np

2 configurations,

where the degeneracy is g = 15. Due to the exclusion principle, we must immediately
exclude all possible states whereml or thems values of two different electrons are the

same. Evaluating all the 15 states, we end up with these possible quantum number
couples

(ML = ±2,MS = 0)

(ML = ±1,MS = ±1), (ML = ±1,MS = 0), (ML = 0,MS = 0), (ML = 0,MS = ±1)

We see immediately that we can only have L = 2, 1, 0, hence the terms will be
S, P,D. From the configuration, and the absence of a (2, 1) set of (ML,MS), we can
immediately say that all the possible 15 states must have one of these three terms

1S, 1D, 3P

3. Equivalent and non-equivalent electrons

If an electronic configuration contains a group of equivalent electrons together with a

group of non-equivalent electrons one must firstly determine the possible equivalent

electron states, and then sum these states with the non-equivalent electron states.

Then all the possible states can be determined.

19.3.1.0.1 Hund’s Rules A set of two empirical rules determined by Hund is fundamental

in the research of the ground state configuration. According to these rules we have that

1. The term with the largest value of S has the lowest energy

2. For a given value of S, the term with the maximum possible value of L has the lowest
energy
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§§ 19.3.2 Fine Structure Terms and Landé’s Interval Rule

Having obtained the energy level of the previous Hamiltonian, we proceed now to the

second step of the calculation, and indeed add a new perturbation Ĥ2 to the previous

Hamiltonian. The new total Hamiltonian Ĥ will not commute with L̂, Ŝ singularly, but it will
commute with Ĵ = L̂⊗1̂S+1̂L⊗Ŝ. Since the energy of an isolated atom cannot depend on
the direction of the total angular momentum, it will have degeneracy g = (2L+ 1)(2S + 1)
associated with 2S+1L term, and an additional fine structure splitting characterized by the
possible values of J . The new term will then be 2S+1LJ , which is 2J + 1-fold degenerate
with respect to the eigenvalues of Ĵz. The degeneracy in MJ can be removed choosing

a preferred direction in space, such as applying an external magnetic field in the Zeeman

effect.

In this case, the possible values ofMJ are |L− S| ≤MJ ≤ L+ S.
Let’s take again the configuration np n′p. In this case, we have already seen that the possible
values of the quantum numbers are the following

L = 0, 1, 2

S = 0, 1

J = 0, 1, 2, 3

(19.35)

Without calculating the spin-orbit coupling splitting, we can have the following terms

1S, 1P, 1D, 3S, 3P, 3D

Applying the spin-orbit coupling we now have a additional splitting of the previous states:

1S0,
1P1,

1D2,
3 S1,

3P0,
3P1,

3P2,
3D1,

3D2,
3D3

Another example comes from Carbon, which has a configuration [He]2s22p2. The two
optically active electrons give rise to the following fine structure terms

1S0,
1D2,

3P0,
3P1,

3P2

Using Hund’s Rules, we see immediately that the ground state of Carbon is 3P0.

Rewriting our wavefunctions as |LSMLMS〉 and our spin-orbit Hamiltonian as AL̂ · Ŝ,
we have that it’s non-diagonal in this base, but we can change basis into the new basis

|LSJMJ〉, where we have

〈LSJMJ | Ĥ2 |LSJMJ〉 =
1

2
A 〈LSJMJ | Ĵ2 − L̂2 − Ŝ2 |LSJMJ〉

=
1

2
A (J(J + 1)− L(L+ 1)− S(S + 1))

(19.36)

Hence, it’s diagonal. From this we see that the unperturbed level splits into 2S+1 or 2L+1
if respectively we have S ≤ L or S > L. It also can be seen that EJ − EJ−1 = AJ . This
last result is known as the Landé interval rule, which holds only in L-S coupling regimes,
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i.e. when
∣∣∣Ĥ2

∣∣∣ << ∣∣∣Ĥ1

∣∣∣. Evaluating A, we get that if A > 0 the lowest energy is given by

the term with the lowest value of J , and when A < 0 the lowest value of energy is given
by the term with the highest level of J . These kinds of multiplet splitting are respectively
called regular multiplet splitting and inverted multiplet splitting. Empirically, it has been

established that regular multiplets occur in subshells that are less than half filled, while

inverted multiplets appear in more than half filled subshells. In half filled subshells there is

no multiplet splitting.
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20 Electromagnetic Interactions

§ 20.1 Selection Rules

Having discussed in detail many-electron atoms, we can go forward and discuss the interac-

tion between single atoms and external electromagnetic field.

We will consider only single photon interaction. The photon field Hamiltonian can be written

as follows

Ĥγ = −
N∑
i=1

i~e
m
Âi(ri, t)∂i =

e

m
Âi(ri, t)p̂i (20.1)

We will have N = Z for neutral atoms and N 6= Z for ions.
Jumping all the calculations (they’re already given for single electron atoms), we get that

the transition probability depends on a matrix elementMba, where

Mba = −mωba

~
εj · rjba (20.2)

The generic state |a〉 is an eigenstate of the total angular momentum and parity, hence,
indicating with p the parity eigenstate, we can writeMba in a different way, as follows

Mba = −Nmωba

~
εj
〈
p′J ′M ′

J

∣∣ rj |pJMJ〉 (20.3)

The N comes from the fact that the electrons are indistinguishable. Inserting intoMba the

dipole moment operator D̂ = −
∑

j erj we have

Mba =
mωba

~e
εj
〈
p′J ′M ′

J

∣∣ D̂j |pJMJ〉 (20.4)

From which, the probability of spontaneous emission of a photon with polarization εi can
be calculated, yielding the following result

W s
ab dΩ =

ωba

8π2ε0~c3
∣∣∣εj 〈p′J ′M ′

J

∣∣ D̂j |pJMJ〉
∣∣∣2 dΩ (20.5)

We can now define the spherical vector components of the polarization versor εj and of
the electric dipole operator. Using q as an index for the three possible components (0,±1),

199
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we have for the electric dipole operator

D̂1 = −
1√
2

(
Dx + iD̂y

)
=
∥∥∥D̂i

∥∥∥√4π

3
Y 1
1 (α, β)

D̂0 = D̂z =
∥∥∥D̂i

∥∥∥√4π

3
Y 0
1 (α, β)

D̂−1 =
1√
2

(
D̂x − iD̂y

)
=
∥∥∥D̂i

∥∥∥√4π

3
Y −1
1 (α, β)

(20.6)

And for εi

ε1 = −
1√
2
(εx + iεy)

ε0 = εz

ε−1 =
1√
2
(εx − iεy)

(20.7)

Using the Wigner-Eckart theorem we know that the matrix elements of a vector operator

with respect to the eigenstate of the total angular momentum (squared and through the z

axis) depend only onMJ ,M
′
J and q through the Clebsch-Gordan coefficients 〈JMJq|JMJ〉,

henceforth 〈
p′J ′M ′

J

∣∣ D̂q |pJMJ〉 =
1√

2J ′ + 1

〈
JMJq

∣∣J ′M ′
J

〉 〈
p′J ′∣∣ ∥∥∥D̂i

∥∥∥ |pJ〉 (20.8)

The Clebsch-Gordan coefficient vanishes, unless

MJ + q =M ′
J

|J − 1| ≤ J ′ ≤ J + 1

J + J ′ ≥ 1

(20.9)

Thus, obtaining the selection rule for electric dipole transition

∆MJ = 0,±1

∆J = 0,±1
(20.10)

Be cautious, transitions J = 0↔ J ′ = 0 are not permitted. In addition, due to Laporte’s
rule, the state from which the transition happens, «must have the opposite parity of the

initial state»

§§ 20.1.1 Spin-Orbit Coupling

In the case of spin-orbit coupling (hence weak spin-orbit interaction) we can approximate

the system in a way such that L̂, Ŝ are conserved. We then obtain〈
J ′L′S′M ′

J

∣∣ D̂i |JLSMJ〉 = δSS′
〈
J ′L′S′M ′

J

∣∣ D̂i |JLSMJ〉 (20.11)
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Which give the following selection rules

∆L = 0,±1 (0↔ 0 not allowed)

∆S = 0

(20.12)

§ 20.2 Alkali Atoms

As we have seen for single-electron atoms, Alkali metals can be treated as such, with a

single valence electron in a ns1 orbital, shielded from the nucleus by a “core”, which is
composed by a closed subshell system.

Analyzing the valence electron, it’s easy to see that it «always» has l = 0 at its lowest
level, and it’s subject to a potential which is Coulombian for large r. Due to this potential,
there is no degeneracy in l for a given n, this degeneracy is visible only for highly excited
levels, for which the atom’s wavefunction is more and more Hydrogenic. The valence

electron is weakly bound to the atom, and it usually needs around 5 eV to transition into
the continuum.

The ground state of Alkalis, since the core is formed by a system of closed subshells and

has only a valence electron, will be (ns1)2S1/2 (The core has term
1S0 and you add a

valence electron to it, where l = 0, s = 1/2). Excited states will be of the following form
(n1s

1)2S1/2, (n2p
1)2P1/2,3/2, (n3d

1)2D3/2,5/2 and so on.

The spectra of Alkali atoms can be determined through an approximation of the energies

of single electron atoms. In atomic units, we can then write

Enl = −
1

2

1

(n− µnl)2
(20.13)

Where µnl is called quantum defect. This defect can be approximated to a funxtion of l, as
µnl ' δl, and with this we can write a “special” quantum number n? = n− δl.
This is especially useful when considering transitions. In fact, we can write that the absorption

lines, in this approximation, will fall in these frequencies, at least for p→ s transitions

νnl = R

((
1

n?s

)2

−
(

1

n?p

)2
)

(20.14)

In the case of emission lines, we can write, with Z̃ = Z −N + 1, that the energy of the
sequence of emission lines will have the following energies (in cm−1)

Enl = −
1

2

Z̃2

(n?)2
(20.15)
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From this, it’s pretty easy to generalize this to the case of fine structure. The shift induced

from this is given by

∆E =
1

2
κnl

(
j(j + 1)− l(l + 1)− 3

2

)
κnl =

~2

2m2c2

〈
1

r

∂V

∂r

〉 (20.16)

The value of κnl can be determined with V (r), using Hartree-Fock’s approximation.

§ 20.3 Alkaline Earths

Using the same reasoning of the Alkali atoms, and using the recursion properties of the

periodic table, we can study Alkaline Earths as a special kind of two electron atoms.

In the case of small spin dependent interaction, we can take the total spin S as a good
quantum number. As with Helium, all levels can be divided into singlet levels S = 0 and
triplet levels S = 1. Since the electric dipole operator can’t change spin, we have that the
selection rule ∆S = 0 must hold. For atoms with small nuclear charge Ze, spin-orbit and
spin-spin coupling behave like small perturbations on the triplet states (where Ŝ 6= 0) but
aren’t big enough in order to mix these states, hence L, S remain good quantum numbers,
since both are conserved to a very good approximation.

In general, for triplet and singlet states, we can have these two following terms{
2S+1LL,L±1 L 6= 0
1S1

(20.17)

§ 20.4 Multiplet Structure

Thanks to Landé’s interval rule, we can immediately determine that, in general

∆EJ,J+1 = AJ

And in spin-orbit coupling regimes, it holds as

∆EJ,J+1 = AS(2L+ 1) = AL(2S + 1)

Given these two equations, it’s now possible to determine level intensities for multiplet

transitions. This is especially useful in L-S regimes, since, the number of atoms in each level

is proportional to the statistical weight of the level, we get that, if we indicate with Ii the
i−th transition intensity, we have

n∑
i=1

Ii ∝ (2J + 1) (20.18)
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A complete application of this sum rule can be done with 3S1 → 3P012 (note that they’re

permitted transitions). We get therefore the following system
I1 + I2 + I3 = 3IS

I1 = IP

I2 = 3IP

I3 = 5IP

(20.19)

With IP the proportionality coefficient for P → S transitions and IS analogously for S → P
transitions.

This simple system is basically already solved, and it immediately gives an intensity ratio of

5 : 3 : 1 between the three transitions.

§ 20.5 Magnetic Field Interaction, Zeeman Effect

Let’s now consider the perturbation applied on the energy levels of multielectron atom

when applying a magnetic field. Indicating our perturbing Hamiltonian with ĤB we have

Ĥ = Ĥe + ĤLS + ĤB

ĤLS =
∂V

∂r
L̂ · Ŝ

ĤB = −µ̂ · B̂ = µBgĴ · B̂ = −µBB̂
(
L̂+ 2Ŝ

)
µB =

e~
2me

(20.20)

Where ĤLS is our spin-orbit coupling Hamiltonian. We might immediately define two cases.

1.
∣∣∣ĤB

∣∣∣ << ∣∣∣ĤLS

∣∣∣, i.e. the magnetic field is much weaker than the LS coupling, also
known as Anomalous Zeeman Effect

2.
∣∣∣ĤB

∣∣∣ >> ∣∣∣ĤLS

∣∣∣, i.e. the magnetic field is much stronger than the LS coupling, also
known as Paschen-Back Effect

§§ 20.5.1 Paschen-Back Effect, Strong Field

In this case we have that themagnetic field is much stronger than the LS-coupling, henceforth

we can say easily that in this case the coupling is broken, i.e. the ĤLS is considered as

perturbation, and therefore we’re left with this Hamiltonian

Ĥ = Ĥe + ĤB = Ĥe +
µB
~
Bz(L̂z + 2Ŝz) +AL̂zŜz (20.21)
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Where we chose for easier calculation our z axis as the magnetic field direction. Since, in
this case, both Hamiltonians have the same eigenvectors (|nlsmlms〉, we have that

〈lsmlms| Ĥ |lsmlms〉 = −En +
µB
~
Bz 〈lsmlms| (L̂z + 2Ŝz) |lsmlms〉+

+ 〈lsmlms|AL̂zŜz |lsmlms〉 =
= −En + µBBz (ML + 2MS) + ~AMLMS

(20.22)

Where the Paschen-Back shift is ∆PB = µBBz(ML + 2MS) + ~AMLMS .

§§ 20.5.2 Anomalous Zeeman Effect, Weak Field

In this case the magnetic field is too weak in order to break the spin orbit coupling, and our

Hamiltonian hasn’t got |nlsmlms〉 as eigenvectors, but rather |nlsjmj〉. Hence we have
that energy perturbation ĤB is

∆AZ = 〈nlsjmj |
µB
~
Ĵ · B̂ |nlsjmj〉

Now, writing Ĵz − Ŝz = L̂z we have that our calculation becomes the following

∆AZ = µBMJBz +
µB
~
Bz 〈nlsjmj |Sz |nlsjmj〉

Since the eigenkets are not eigenkets of Ŝz, we use the Wigner-Eckart theorem (see

appendix) in order to rewrite Ŝz in a easier way to manipulate it

~2J(J + 1) 〈nlsjm| Ŝz |nlsjm〉 = ~MJ 〈nlsjm| Ŝ · Ĵ |nlsjm〉 (20.23)

Using the definition of Ĵ we get

Ĵ · Ŝ =
1

2

(
Ĵ2 + Ŝ2 − L̂2

)
These last operators are diagonal in our basis, hence we get, finally

〈nlsjm|Sz |nlsmj〉 = ~Mj

(
J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)

)
And, therefore

∆AZ = µBMJBz

(
1 +

J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)

)
= µBgjMJBz (20.24)

Where gj is the so called Landé g factor. As a recapitulation, we get that the Zeeman shift
is the following for strong fields (Paschen-Back) and weak fields (Anomalous Zeeman)

∆EPB = −En + µBBz (ML + 2MS) + ~AMLMS

∆EAZ = −Enj + µBgjMJBz
(20.25)
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21 Basic Chemistry

§ 21.1 Basic Notions

Definition 21.1.1 (Compound). A «compound» is a chemical object (molecule, ion, etc…)

composed by different chemical elements. The composition of a compound is defined and

constant, and its properties are defined by the chemical elements that it’s made of and their

bonds.

Compounds can be formed by both molecules and ions.

T H E O R E M 21.1 (Dalton). Given a chemical process between two compounds A and

B, if we fix the amount of one of the two components and the final amount of the resultant

compound, the amount of the other compound needed is always an integer multiple of the

fixed amount of the other element.

Definition 21.1.2 (Atomic Number and Mass Number). The «atomic number» Z is defined
as the amount of protons in an atom. If we have N neutrons, the «mass number» A is
defined as follows

A = Z +N (21.1)

Definition 21.1.3 (Neutral Atom). A «neutral atom» is defined as an atom where the number

of electrons is equal to the atomic number Z.

Definition 21.1.4 (Isotope). Given an element with fixed Z, if we have more (or less)
neutrons than protons, we call the element an «isotope». All isotopes have the same Z,
but a different mass number A, also all isotopes have the same chemical properties of the
“father” element.

Definition 21.1.5 (Dalton Mass). We define an «unit of atomic mass» (uma) or «Dalton» as

1/12 of the mass of Carbon-12

1 uma =
1

12
m
(
12C
)
= 1.66054 · 10−27kg (21.2)

We can also define the relative mass of an element as

mrel =
m

muma
(21.3)

207
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Definition 21.1.6 (Relative Abundance, Atomic Mass). We define the «relative abundance»

of an isotope as the fraction of atoms of a given isotope. From this we define the atomic

mass as the weighted average of the isotope masses, with the abundances as weights

MA =
N∑
i=1

m%

100
mi (21.4)

Another quantity which is used mainly in chemistry is the molarity of a solution. Given a

solution with volume V and n moles of solvent, we define the «molar concentration»M
also known as «molarity»

M =
n

V
(21.5)

For an element A it’s commonly indicated with [A].

§ 21.2 Chemical Nomenclature

The huge number of possible compounds gives rise to the necessity of building a comfortable

and useful way of naming compounds, which eases their distinction.

The first step is recognizing that the names of the elements give the root of the compound

name, like Hydrogen bromide or Sodium bicarbonate. After that, it’s important to distinguish

the class and category of the compound.

The two main categories of compounds are

1. Binary compounds

2. Ternary compounds

Binary compounds include the following classes:

• Basic oxides, composed by a metal and oxygen

• Acid oxides, composed by a non metal and oxygen

• Hydrides, composed by hydrogen and a metal or a non metal (excluding sulfur and

halogens)

• Hydroacids, composed by hydrogen with sulfur or a halogen

• Binary salts, composed by a metal and a non metal

Ternary compounds include the following classes:

• Hydroxides, composed by oxygen, a metal and hydrogen

• Oxyacids, composed by hydrogen, a non metal and oxygen

• Ternary salts, composed by hydrogen, a non metal and oxygen
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Independently from the subdivisions we also have a set of prefixes in order to indicate the

amount of atoms there will be in a given formula, in order, we have

1. Mono-, usually omitted

2. Di- or Bi-

3. Tri-

4. Tetra-

5. Penta-

6. Hepta-

7. Hexa-

8. Hepta-

In chemistry, it’s useful to define a new quantity, in order to better grasp how com-

pounds are formed, and with how many atoms they are formed, this quantity is known as

«electronegativity».

Definition 21.2.1 (Electronegativity). Electronegativity quantifies the amount of electrons

that an atom uses (in excess or in defect) with respect to the ground state configuration. It

follows some basic rules:

• Hydrogen (H) has always En = 1, except when it’s in a hydride, then En = −1

• Oxygen (O) has always En = −2, except in peroxides where En = −1 and superoxides
where En = −1

2 and in the compound OF2 where En = 2

• For an unbound atom En = 0

• In metals En > 0. Metals of the i−th group have En = i, i = 1, 2, 3

• In a molecule,
∑

iEni = 0

• Charged ions have En = q, where q is their charge. If the ion is polyatomic this
continues to hold

• Halogens (group 7), always haveEn = −1, except when bound toO,F, whereEn > 0

§§ 21.2.1 Binary Compounds

§§§ 21.2.1.1 Basic Oxides

The nomenclature for oxides works as follows:

• It always keeps the word oxide
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• When elements can have more than one oxidation state En, a suffix -ic for the max

value and -ous for the min value

Therefore, we can build immediately a simple example table using all the previous rules,

also including the traditional nomenclature.

Compound Traditional IUPAC

Na2O Sodium oxide Sodium oxide

FeO Ferrous oxide Iron oxide

Fe2O3 Ferric oxide Diiron trioxide

CuO Cuprous oxide Copper oxide

Cu2O Cupric oxide Dicopper oxide

PbO Plumbous oxide Lead oxide

PbO2 Plumbic oxide Lead dioxide

Table 21.1: Basic oxide nomenclature

§§§ 21.2.1.2 Acid Oxides/Anhydrides

For anhydrides the rules are basically the same, but when we have more than two possible

oxidation states we add the “ipo-/-ous” prefix/suffix for the lowest possible oxidation

number and “per-/-ic” prefix/suffix

Compound Traditional IUPAC

CO Carbonious anhydride Carbon oxide

CO2 Carbonic anhydride Carbon dioxide

N2O3 Nitrous anhydride Dinitrogen trioxide

N2O5 Nitric anhydride Dinitrogen pentoxide

P2O3 Phosphoric anhydride Diphosphorus trioxide

P2O5 Phosphorous anhydride Diphosphorous pentoxide

Cl2O Ipochlorous anhydride Dichlorine oxide

Cl2O3 Chlorous anhydride Dichlorine trioxide

Cl2O5 Chloric anhydride Dichlorine pentoxide

Cl2O7 Perchloric anhydride Dichlorine heptoxide

Table 21.2: Anhydride nomenclature

§§§ 21.2.1.3 Hydracids

For hydracids the nomenclature slightly differs between IUPAC and traditional nomenclature,

in the traditional nomenclature, the compounds get the adjective acid and the prefix hydro-,

while in the IUPAC nomenclature they get the -ane suffix. The traditional nomenclature is

the most used with this class of compounds
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Compound Traditional IUPAC

HF Hydrofluoric acid Fluorane/Hydrogen fluoride

HCl Hydrochloric acid Chlorane/Hydrogen chloride

HBr Hydrogen bromide Bromane/Hydrogen bromide

HI Hydrogen iodide Iodane/Hydrogen iodide

H2S Hydrogen sulfide Dihydrogen sulfide

Table 21.3: Hydracid nomenclature

§§§ 21.2.1.4 Hydrides

For hydrides the traditional and IUPAC nomenclatures differ particularly, due to the existence

of multiple compounds of common use, like ammonia, which has already its common name.

Compound Traditional IUPAC

NaH Sodium hydride Sodium hydride

CaH2 Calcium hydride Calcium dihydride

AlH3 Aluminum hydride Aluminum trihydride

NH3 Ammonia Nitrogen trihydride

PH3 Phosphine Phosphor trihydride

AsH3 Arsine Arsenic trihydride

CH4 Methane Carbon tetrahydride

SiH4 Silane Silicium tetrahydride

B2H6 Diborane Diboron hexahydride

Table 21.4: Hydrides nomenclature

§§§ 21.2.1.5 Peroxides

Peroxides follow the same rules of oxides, with an added per- suffix, as withH2O2, hydrogen

peroxide

§§§ 21.2.1.6 Binary Salts

Same rules as for hydracids, without per and ipo prefixes.



CHAPTER 21. BASIC CHEMISTRY 212

Compound Traditional IUPAC

NaCl Sodium chloride Sodium chloride

Na2S Sodium sulfide Disodium sulfide

CaI2 Calcium iodide Calcium diiodide

AlF3 Aluminum fluoride Aluminum trifluoride

FeCl2 Ferrous chloride Iron dichloride

FeCl3 Ferric chloride Iron trichloride

CsBr Cesium bromide Cesium bromide

Table 21.5: Binary salts

§§§ 21.2.1.7 Hydroxides

Same as oxides, but with hydroxide instead of oxide. Note that hydroxide ions go in groups

§§§ 21.2.1.8 Oxyacids

The rules for naming oxyacids are the same used for anhydrides, but with the term acid

substituting the term anhydride. In the IUPAC naming standard instead, the quantitative

prefixes are followed by the infix -osso- and the suffix -ic and the oxidation number of the

metal written between parentheses in roman numerals, as in the following table

Compound Traditional IUPAC

H2CO3 Carbonic acid Trioxocarbonic acid(IV)

HNO2 Nitrous acid Dioxonitric acid(III)

HNO3 Nitric acid Trioxonitric acid(IV)

H2SO3 Sulfurous acid Trioxosulfuric acid(IV)

H2SO4 Sulfuric acid Tetraoxosulfuric acid(IV)

HClO Ipoclorous acid Ossocloric acid(I)

HClO2 Chlorous acid Dioxocloric acid(III)

HClO3 Chloric acid Trioxochloric acid(V)

HClO4 Perchloric acid Tetraoxochloric acid(VII)

HBrO3 Bromic acid Trioxobromic acid(V)

HIO Ipoiodous acid Ossoiodic acid(I)

Table 21.6: Oxyacids

§§§ 21.2.1.9 Ions - Acid Radicals

Acid radicals are what remains of an oxyacid after a partial or total loss of the hydrogens

composing the acid molecule. For obvious reasons, the total negative charge of this ion will

be equal to the amount of lost hydrogens.

In traditional nomenclature we have

• acid becomes ion
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• For monoatomic ions: there is only one suffix, -ide

• For polyatomic ions:

– -ous becomes -ite

– -ic becomes -ate

As in the following table

Acid Radical Traditional name

HCl Cl− Chloride ion

H2S S2− Sulfide ion

H2SO4 SO2−
4 Sulphate ion

H2SO4 HSO−
4 Hydrogensulfate ion

H2CO3 CO2−
3 Carbonate ion

H2CO3 HCO3 Hydrogencarbonate ion

HClO ClO− Ipochlorite ion

HClO2 ClO−
2 Chlorite ion

HClO3 ClO−
3 Chlorate ion

HClO4 ClO−
4 Perchlorate ion

H3PO4 PO3−
4 Phosphate ion

H3PO4 HPO2−
4 Hydrogenphosphate ion

H3PO4 H2PO
−
4 Dihydrogenphosphate ion

HNO3 NO−
2 Nitrite ion

HNO4 NO−
3 Nitrate ion

Table 21.7: Ions

For positive ions (cations), the nomenclature follows closely the rules for oxides and

hydroxides by substituting the term oxide or hydroxide with the term ion. Another nomen-

clature is the stock nomenclature for cations, which indicates in roman numerals the amount

of positive charges.

Some ions are special in this regard, and these are some special ions of hydrogen:

Ion Traditional

H+ Hydrogenium ion

H3O
+ Oxonium ion

NH+
4 Ammonium ion

Table 21.8: Special cations

§§ 21.2.2 Ternary Salts

Ternary salts are the most complex compounds we’re gonna treat, and are composed by a

metallic cation and a polyatomic anion (acid radical).
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In traditional nomenclature the salt name is given by the attributes of the acid radical

with suffixes and prefixes, followed by the name of the cation with the -ic/-ous suffixes,

depending on the oxidation numbers

§ 21.3 Chemical Reactions

Every chemical species is unequivocally represented by a unique formula. There are three

possible formulas for a compound:

Definition 21.3.1 (Minimal/Empirical Formula). The minimal, or empirical formula is a kind

of chemical notation which represents a compound with the atomic symbols of the ele-

ments composing the aggregate, indicating the number of atoms present in the molecular

composition with a number below.

An example of this is the commonly known formula for water H2O

Definition 21.3.2 (Structure Formula). The structure formula is another unique way of

describing a chemical species. The structure formula arranges the atoms in space and shows

the molecular structure of the molecule studied

Note that in ionic compounds the cation always comes before the anion.

§§ 21.3.1 Acids and Bases

Definition 21.3.3 (Arrhenius Acids). An arrhenius acid is a substance which cedes hydroge-

nium cations, while bases are substances which cede hydroxide OH− ions. We can then
define

• Binary acids

HCl(aq) → H+
(aq) + Cl−(aq)

• Ternary acids

HNO3(aq) → H+
(aq) +NO−

3 (aq)

Definition 21.3.4 (Brønsted-Lowry Acids). Acids, as defined by Brønsted and Lowry get two

additional categories, as weak acids and strong acids. The difference between the two is

given again by how they dissociate in water, but more specifically, we have

• Strong monoprotic acids

HCl(aq) +H2O(l) → H3O
+
(aq) +Cl−(aq)
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• Strong polyprotic acids

H2SO4(aq) → 2H+ + SO−
4 (aq)

• Weak monoprotic acids

HF←→ H+ + F−

Or also

HNO2 ←→ H+ +NO−
2

From this definition of acid, we have also the appearance of the conjugated bases. For any

given acid there will be defined a basic compound which differs only by one hydrogenium

ion.

As an example, we have that

• Hydrochloric acid is the conjugated acid of the chloride ion

• Water is the conjugated basis of the oxonium ion

An easier way of understanding this definition is that strong acids are completely soluble in

aqueous solutions. Those which do not completely dissolve are then weak acids and weak

bases

§§ 21.3.2 Chemical Formulas

Method 1 (Determination of the Chemical Formula). Given the percent abundance of

the elements creating compound (obtained empirically), it’s possible to find the molecular

formula of the compound via the following method:

Suppose that we have a recombination reaction where two elements A and B combine into
the composite AB. If we have %A and %B abundances, after converting them into moles

we have

nB (mol) =
%A (g)

MA (g/mol)
nB (mol) =

%B (g)

MB (g/mol)

Then, if the compound is AxBy we have

α =

⌊
max (nA, nB)

min (nA, nB)

⌉
The minimal formula will then be

AαB, or ABα

Depending whether nA ≥ nB or vice versa.
Supposing that nA > nB, the complete formula will then be obtained noting that

MAαB = αMA +MB
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If the molar mass of the experimental compound is known, being M̃ , we can find a multiplier
µ as

µ =

⌊
M̃

MAαB

⌉
The full chemical formula will be then

AµαBµ

§§ 21.3.3 Redox Reactions

All chemical reactions can be reduced into 6 categories, depending on the reaction type

• Synthesis reactions, aka recombination reactions

A+ B→ AB

• Decomposition reactions

AB→ A+ B

• Dissociation reactions

AB→ A+ +B+

• Exchange reactions

AB+ CD→ AD+CB

• Redox reactions, where a substance in the reagents accepts electrons and one loses

them

• Combustion reactions

CH4 +O2 → CO2 + 2H2O

The kind of reactions which we’re gonna treat with more care are redox reactions, where

electrons gets exchanged between the reactants.

The electron transfer happens from a compound that cedes electrons (reducing agent) and

one that accepts these electrons (oxidizing agent). Essentially, the reaction can be divided

in two, an oxidation and a reduction, although physically they are simultaneous.

Remembering that mass is conserved, all chemical equations have to be balanced, indicating
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the numbers of moles needed of the reagents and the number of moles obtained in the

resultants. This is known as stoichiometric balancing. For redox reactions, if they don’t

happen in an aqueous solution, this balancing can be obtained by simply balancing the

masses.

E X E R C I S E 21.3.1. Given the following redox reaction of propane, find the correct

equation via stoichiometric balancing

C3H8(g) +O2(g) → CO2(g) +H2O(g) (21.6)

S O L U T I O N . We have two ways to solve the problem: using a system of equations,
or slowly balancing the masses, since the redox is not in an aqueous solution.

We choose the second path, and we immediately see that we have one compound containing

carbon on both sides, thus, we have

C3H8(g) +O2(g) → 3CO2(g) +H2O(g)

We then proceed by balancing the hydrogen atoms

C3H8(g) +O2(g) → 3CO2(g) + 4H2O(g)

And lastly the oxygen atoms

C3H8(g) + 5O2(g) → 3CO2(g) + 4H2O(g) (21.7)

This is valid only in case the reaction doesn’t happen in an aqueous solution. Let’s

consider an example of reaction in an aqueous solution and develop a new method for

balancing the equation.

Method 2 (Semireaction Method). Consider the following redox in an aqueous solution

SnCl2(aq) +HNO3(aq) +HCl(aq) → SnCl4(aq) +N2O(g) +H2O(l) (21.8)

We begin by dissociating every compound in the composing ions and find which of those

gets oxidized and which gets reduced.

We see immediately that in order for the reaction to work we must have that

• Strontium oxidized

• The nitrate ion gets reduced

We can then write two semireactions for the two ions

Sn2+ → Sn4+

NO−
3 → N2O
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Before balancing the masses we have to check whether the reaction is happening in acid or

basic environment.

Using Arrhenius’ definition of acid we immediately see that the reaction is acid, thus we

balance the two ionic equations by adding H+ to the reactants and H2O to the products,
while also balancing charges at the same time, by adding electrons

Sn2+ → Sn4+ + 2e−

10H+ + 8e−2NO−
3 → N2O+ 5H2O

We now proceed to multiply by a coefficient which lets us sum the two semireactions and

cross out all the added electrons. We immediately note that multiplying the first row by 4 is

enough to accomplish this task, thus

4Sn2+ → 4Sn4+ + 8e−

8e− + 10H+ + 2NO−
3 → N2O+ 5H2O

Adding them up and rebalancing if needed, we get the ionic form of reaction

4Sn4+ + 10H+ + 2NO−
3 → 4Sn4+ +N2O+ 5H2O

Recombining the compounds and checking the stoichiometric coefficients of the compounds

we have the fully balanced equation

4SnCl2 + 2HNO3 + 8HCl→ 4SnCl4 +N2O+ 5H2O (21.9)

§§ 21.3.4 Stoichiometry

The importance of balancing the stoichiometric coefficient lays directly on the fact that they

indicate the molar proportions of the compounds acting in the reaction. As an example

consider the reaction between phosphorus and chlorine, generating phosphorus trichloride

in the following way

P4(s) + 6Cl2(g) → 4PCl3(l) (21.10)

This equation means that for consuming all the phosphorus in the reaction we need 6 times

as much moles of chlorine

Example 21.3.1 (Phosphorus Trichloride). Suppose that we have mP = 1.45 g and we want
to know how much phosphorus trichloride is produced if we consume all the phosphorus.

Noting thatMP = 30.794 g/mol, we have

nP =
1.45

4 ∗ 30.794
mol = 0.01170 mol

This means that we will need nCl = 0.07022 mol, which corresponds to 4.98 g.
Since all the phosphorus gets consumed, we have that the limiting reactant in this situation
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is phosphorus itself. We have that for a mole of phosphorus consumed, 4 of phosphorus

trichloride are produced, which in this case is

nPCl4 = 4nP = 0.04680 mol

The molar mass of the product is

MPCl3 =MP + 3MCl = 137.3 g/mol

Thus we get 6.43 g of product

The calculation is better made by creating a table with the initial and final amounts of

all products indicated in moles, simply because the reagents won’t be used wholly in every

reaction.

Example 21.3.2 (Limiting Reagent). Consider again the previous reaction, but this time

we have 1.45 g of phosphorus reacting with 3.50 g of chlorine. The amount of moles of

chlorine is 0.04937 mol, which is less than what we need to burn through all the phosphorus,

making chlorine the limiting reagent of the reaction.

We want now to calculate the amount of phosphorus that will remaein unused in the

reaction. We begin by building the table that we described before

P4 Cl2 PCl4
IS 0.01170 0.04937 0

FS x 0 y

Table 21.9: Stoichometric table

As before, for 1 mol of phosphorus we need 6 mol of chlorine, which means that the

amount of phosphorus that will react is 1/6 the amount we have, precisely 0.008228 mol.

By simple subtraction we can find the amount of phosphorus that remains after the reaction,

i.e. 0.003472 mol.

With the same logic we have that the amount of phospohorus trichloride produced is 6/4

the amount of chlorine that we have, thus we produce 0.03291 mol, or 4.52 g.

The updated and completed stoichometric table is

P4 Cl2 PCl4
IS 0.01170 0.04937 0

FS 0.003472 0 0.03291

Table 21.10: Completed stoichiometric table

E X E R C I S E 21.3.2 (Combustion of Glucose). Consider the combustion of glucose

C6H12O6(s) +O2(g) → CO2(g) +H2O(l) (21.11)

Balance the equation and calculate how many grams of oxigen are needed for burning

completely 25.0 g of glucose
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C6H12O6 O2 CO2 H2O

IS 0.1388 0.8328 0 0

FS 0 0 ? ?

Table 21.11: Glucose combustion stoichiometric table

S O L U T I O N . We begin by balancing the equation. We see immediately that we
have 8 oxigen atoms on the left and 3 on the right, while we have 12 hydrogen atoms on

one side and two on the other side. Balancing hydrogen and carbon simultaneously we get

18 oxygens, and thus the balanced equation is

C6H12O6(s) + 6O2(g) → 6CO2(g) + 6H2O(l)

Since

Mgl = 6MC + 12MH + 6MO = 180.156 g/mol

We have, initially

ngl =
mgl

Mgl
= 0.1388 mol

Using the previous formula we have that for burning a mole of glucose we need 6 moles of

oxygen, thus

nO2 = 6ngl = 0.8328 mol

Which corresponds to

[H]mO2 = 2MOnO2 = 12MOngl = 26.65 g (21.12)

We have now found the first data needed to compile our table The glucose - carbon dioxide

rate is exactly the same as the one between glucose and oxygen, thus the amount of carbon

dioxide produced is known. We can do the same for water, but we can also use mass

conservation in order to find the amount of water produced.

The completed table will then be

C6H12O6 O2 CO2 H2O

IS 0.1388 0.8328 0 0

FS 0 0 0.8328 0.8328

Table 21.12: Completed table for the combustion of glucose

The moles can be easily converted into grams then.

Method 3 (Stoichiometric Table). The previous method can be easily generalized. Consider

a (balanced) chemical reaction as the following, where without loss of generality we will

have only two reagents and two products:

aA+ bB→ cC+ dD
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Supposing that we want to consume all the composite A we will need then

nB =
b

a
nA

And the amounts of products generated in the reaction are

nC =
c

a
nA

nD =
d

a
nA

And the table will simply be

A B C D

IS nA
b
anA 0 0

FS 0 0 c
anA

d
anA

Table 21.13: Table for the stoichiometric analysis of a reaction where there’s no limiting

reagent

In case that we have an excess of composite A, or a deficit of the composite B, i.e when

nB <
b

a
nA = nlim

For mass conservation then we must have that the amount that rea

nfA = nA −
a

b
nB = nA − nrA

Which modifies the table into the following one

A B C D

IS nA nB 0 0

FS nA − a
bnB 0 c

an
r
A

d
an

r
A

Table 21.14: Table for the stoichiometric analysis of a reaction with a limiting agent

§ 21.4 Molecular Bonding and Structure

§§ 21.4.1 The Periodic Table

The periodic table is the pinnacle of modern chemistry. The table lists all known elements in

a way such that the periodic properties of the elements can be quickly seen and understood,

and compacted in an ordered table of «groups» (columns) and «periods» (rows). The

physical details of these properties will be treated later in depth in the atomic physics part,

but it’s clear by simply considering purely classical electromagnetism, that there must be
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a total charge Z of an atom, but also an effective charge Z? due to screening processes

between electrons.

Other periodic properties which are well ordered in the periodic table are the ionization

energy of atoms and electronic affinity, a purely chemical idea which gives a quantification

to the capacity of an atom to accept electrons. In the same way we can define the

electronegativity χ of an atom as the capacity of forming bonds with other elements. All
these properties have their own preferred direction of growth in the table, specifically

• Atomic radius grows going down along a column (group) and decreases going left

along a row (period)

• Electron affinity grows along periods going right and decreases going down along a

group

• Ionization energy grows and decreases exactly in the same way as electron affinity

• the metallic characteristics of elements grow going left along a period and down

along a group, i.e. moving diagonally from left to right

Each group of the periodic table can be seen to have similar properties of the elements in it,

letting us define special categories for the elements sharing the same group.

In the modern periodic table, we have 18 groups:

• 8 “A” main groups

• 10 “B” transitional groups

The groups are indicated with roman numerals, going from I to VIII. We are interested

mainly in the A category of groups. Specifically, the elements of these groups will get a

special name.

• Group IA: Hydrogen and Alkali metals. Also known in physics as “hydrogenoid”

atoms.

• Group IIA: Alkaline Earths

• Group IIIA: Triels

• Group IVA: Tetrels

• Group VA: Pnictogens or Pentels

• Group VIA: Chalcogens

• Group VIIA: Halogens

• Group VIIIA: Noble gases
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§§ 21.4.2 Molecular Bonding

In order to have chemistry in itself, we must have molecules, and the only way to get them

is via molecular bonds. There are three types of bonding in general:

1. Metallic bonds

2. Covalent bonds

3. Ionic bonds

Definition 21.4.1 (Lewis Structures). If we consider firstly covalent bonding, one of the best

ways to grasp graphically and conceptually how electrons get shared between atoms in

the molecule is using «Lewis structures». These structures are formed by drawing as many

dots as the valence electrons (outer shell electrons which participate in the bond), drawn

sequentially going around each side of the symbol, and indicating the bonds as solid lines

connecting the electrons of the bonding atoms.

A rule of thumb for understanding how many lines we can make is the «octet rule», which

states that every element bonds in order to reach the same amount of chemical reactivity of

the noble gases of the VIIIA group. As an example, for completing the octet rule, fluorine F
only needs one electron from another substance, as in HF.

More generally, in order to properly draw a Lewis diagram we need to take into account 5

simple rules

1. Determine the central atom, generally the one with the smallest electron affinity

2. Determine the total amount of valence electrons

3. Dispose the remaining atoms around the central element and create bonds by putting

electronic couples between each bonding atom and the central one

4. Dispose the electrons in a way that the peripheral atoms satisfy the octet rule

5. If the central atom didn’t satisfy the octet rule, create multiple bonds between it and

the peripherals atoms

Molecules with the same amount of external electrons have the same Lewis structure and

are said to be «isoelectronic».

From Lewis structures we can define the «formal charge» of a molecule, i.e. the electrostatic

charge that an atom would have in a molecule if the electrons are uniformly distributed

between atoms.

Said Nve− the number of valence electrons and Nbe− the number of bonding electrons and

with Nlp the amount of «lone pairs» (unbounded couples of electrons), we have

QF = Nve− −Nlp −
1

2
Nbe− (21.13)

For having a well defined molecule with charge Q, each atom must have QF,i such that

Q =
∑
i

QF,i (21.14)
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Examples of Lewis structures are the following

C H

H

H

H NH

H

N H

H

OH

H

H

Figure 21.1: Lewis structure for methane CH4, hydrazine N2H4 and oxonium H3O
+

§§§ 21.4.2.1 Resonance and Exceptions to the Octet Rule

It’s possible to find molecules for which there are two valid Lewis structures. This was ex-

plained by Pauli as resonance, i.e. we have a superposition between two possible structures,

creating a «resonance hybrid» structure.

An example of resonant structure is ozone O3, in which there are two possible position of a

double bond between the central oxygen and one of the two external oxygen atoms, the

two possible diagrams are

O O O O O O

Figure 21.2: Ozone resonant hybrid Lewis formula

Other particularities are the exceptions to the octet rule, found in elements from the

third period and onward, where the central atoms form composite with more than eight

electrons. These elements are called «hypervalent composites».

Another case of violation of the octet rule is found in a small class of compounds which

have an uneven number of electron in the valence shell. In these cases, on the central atom

remains a single unpaired electron.

These compounds are highly reactive and get the name of «free radicals». An example of

one of these compounds is nitrogen dioxide NO2

N

O O

N

O O

Figure 21.3: Resonant hybrid structure of nitrogen dioxide

§§§ 21.4.2.2 VSEPR Model

Lewis structures are fundamental in the description of molecular structure using the «Valence

Shell Electron Pair Repulsion», which states that the best spatial disposition of the atoms

in the molecule is the one that minimizes the electrostatic repulsion between the electron

pairs. With a single table we can indicate all these rules easily, when we indicate with Xn

the numbers of bound atoms and with En the number of lone pairs on the central atom.
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Composition Structure Planar Angles Vertical Angles Example Compound

AX2 Linear 180◦ // BeCl2,CO2

AX2E Bent 120◦ (119◦) // NO−
2 , SO2

AX2E2 Bent 109.5◦ (104.48◦) // H2O,OF2

AX2E3 Linear 180◦ // XeF2, I
−
3

AX3 Trigonal Planar 120◦ // BF3,SO3

AX3E Trigonal Pyramidal 109.5◦ (106.8◦) // NH3,PCl3
AX3E2 T-Shaped 180◦ (175◦) 90◦ (87.5◦) ClF3,BrF3

AX4 Tetrahedral 120◦ 109.5◦ CH4,XeO4

AX4E Seesaw 180◦ 120◦ SF4

AX4E2 Square Pyramidal 180◦ 90◦ XeF4

AX5 Trigonal Bipyramidal 120◦ 90◦ PCl5
AX5E Square Pyramidal 90◦ 90◦ ClF5,BrF5

AX5E2 Pentagonal Planar 72◦ 144◦ XeF−
5

AX6 Octahedral 90◦ 90◦ SF6

AX6E Pentagonal Pyramidal 72◦ 90◦ XeOF−
5 , IOF2−

5

AX7 Pentagonal Bipyramidal 72◦ 90◦ IF7

AX8 Square Antiprismatic // // IF−
8 ,XeF2−

8

AX9 Tricapped Trigonal Prismatic // // ReH2−
9

Table 21.15: VSEPR table for determining the molecular structure of compounds from their

Lewis structure

Note that the presence of multiple bonds doesn’t change the molecular geometry, since

double bonds occupy the same amount of space of single bonds.

§§§ 21.4.2.3 Bond Polarity and Bond Order

There are two main types of covalent bond

• Homopolar bonds

• Heteropolar bond

The determination of the kind of bond we’re facing can be made by checking the difference

in electronegativity between the two atoms considered, and if

∆χ

{
= 0 Homopolar

6= 0 Heteropolar

In the second case the charge imbalance can be indicated in the structure diagram with δ±

indicating the partial charge of the atoms.

Note that in the special case of

0.4 ≤ ∆χ ≤ 1.7
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The bond is known as a covalent polar bond.

We can also define the bond order of a bond as the number of bond between equal atoms.

It’s calculated with the following technique

• For each n−ple bond add n

• Divide by the number of participating atoms

§§§ 21.4.2.4 Intermolecular Forces

Being molecules particularly small and electrically charged, we have to consider a class of

intermolecular forces, known as Van der Waals forces which permit the creation of weakly

bound structures only via electrostatic interaction.

Van der Waals forces can be of two kinds:

1. Ion-dipole interaction

2. Dipole-dipole interaction

The first kind of interaction is foundwhen a polar compound gets close to an ionic compound,

like water. This is really common in aqueous ionic solutions. When an ion gets hydrated, it

also liberates energy as hydration enthalpy.

Dipole dipole interactions are instead found in interactions between polar molecules, due

to the presence of an electric dipole generated from the electron imbalance between the

atoms. A particular case of molecular dipole interaction is given by hydrogen bonds, where

hydrogen forms a ionic bond with a strongly electronegative atom. Two molecules of this

kind then form a strong dipole-dipole interaction which creates the bonds.

Hydrogen bonding explains the numerous peculiarities of water, like the strong solvent

power.

Dipole-dipole interactions can also happen between polar and non-polar compounds via

electrostatic repulsion of the electrons of the non-polar molecule, creating an electric dipole.

The bigger is the non-polar molecule and higher is its polarizability.

A special case of induced dipoles is «London dispersion interaction», where the polarized

molecules interact weakly.

§ 21.5 Thermochemistry

The branch of thermodynamics interested in the study of chemical reactions is thermochem-

istry. Here, the most used potentials are enthalpy and the Gibbs’ free energy.

Remembering the definition of enthalpy we have that in chemical reactions, being isobaric

processes, we have

∆H = Q

{
> 0 endothermic reaction

< 0 exothermic reaction
(21.15)

The terms «endothermic» and «exothermic» come directly from the direction of heat flow

from (to) the surroundings, considering the reaction as our thermodynamic system.



21.5. THERMOCHEMISTRY 227

In order to standardize and define properly enthalpy variations, a standard atmosphere for

measuring, where

T0 = 25◦C = 298.15 K, p0 = 1 bar ≈ 1 atm (21.16)

In this precise state chemists measure enthalpy variations for the different chemical processes

that can happen.

The additivity of enthalpy and its extensive nature, we can say, that for a generic reaction

of multiple elements with formation enthalpy ∆H0
f , we define the reaction enthalpy via

Hess’ law

∆H0
r =

∑
prod

ci∆H
0
f,i −

∑
rea

di∆H
0
f,i (21.17)

Where ci, di are the stoichiometric coefficients of each compound.

Example 21.5.1 (Combustion of Methane). Consider as an example the combustion of

methane, with the following chemical reaction

CH4(g) + 2O2(g) → CO2(g) + 2H2O(l) (21.18)

By Hess’ law, the combustion enthalpy will then be

∆H0
comb = ∆H0

f (CO2) + 2∆H0
f (H2O)−∆H0

f (CH4) (21.19)

Note that since oxygen is in its stable form, its formation enthalpy in standard atmosphere

is taken to be 0.

Since in chemistry we’re usually dealing with first order phase changes, it’s also really

useful to redefine Hess’ law in terms of the Gibbs’ free energy as

∆G0
r =

∑
prod

ci∆G
0
f,i −

∑
rea

di∆G
0
f,i (21.20)

Always remember that the formation enthalpy and Gibbs free energy of a single element

are always 0.

§§ 21.5.1 Equilibrium in Gases

Consider a system in thermal and chemical equilibrium, with the following equilibrium

formula

aA(g) + bB(g) ←→ cC(g) + dD(g) (21.21)

Considered the molar concentrations of each element to the power of their corresponding

stoichiometric coefficient, we have that the ratio of the product concentrations and the

reagent concentrations is constant, and known as the «equilibrium constant» κC . Thus, for
the previous generic case

κc =
[C]c [D]d

[A]a [B]b
(21.22)
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For gaseous equilibrium, the equilibrium constant is defined in terms of the partial pressure

of each gas. It’s tied to the previous definition via the ideal gas law as

κp =
pcCp

d
D

paAp
b
B

= κc (RT )
c+d−a−b (21.23)

Thanks to its definition, we can define two scenarios

1. κc >> 1, the equilibrium is moved towards the products, i.e. when the mix reaches
equilibrium themolar concentrations of products are greater than those of the reagents

2. κc << 1 the equilibrium is moved towards the reagents.

The equilibrium constant is used to determine the direction of equilibrium of a reaction

which is not in equilibrium, and to calculate the final equilibrium concentrations given some

initial conditions.

Given the same reaction as before, together with an initial condition on the concentrations

we can calculate the reaction quotient Qc(t). Considered a fixed generic time t we have

Qc =
[C]ct [D]dt
[A]ai [B]

b
t

(21.24)

Note that, at equilibrium Q(teq) = κC!.
Therefore, by the same logic as before

1. Qc < κc the reaction is not in equilibrium and it will tend to create products, i.e.
“move right”

2. Qc > κc the reaction will tend to create reagents i.e. “move left”

3. Qc = κc the reaction is in equilibrium

Chemicaj equilibrium, due to the nature of matter can be of two different kinds

1. Homogeneous, if all the participating compounds are in the same phase

2. Heterogeneous, if the compounds are in different phases

For a heterogeneous equilibrium, the concentrations of pure liquids and solids are omitted,

since they don’t contribute to the gaseous equilibrium.

Equilibrium can be perturbed only via variations of temperature, pressure or by a variation of

concentrations. In the case of a variation of temperature, we can use the following theorem

T H E O R E M 21.2 (Le Chatelier). A system in equilibrium will respond to a perturbation

in a way such the changes are minimized.

In terms of enthalpy, we have

1. ∆H0 > 0, the reaction is endothermic and the equilibrium moves right, i.e. ∆κ > 0
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2. ∆H0 < 0, the reaction is exothermic and the equilibrium moves left, i.e. ∆κ < 0

A quick way to summarize everything, we can use the relationship between κ and the Gibbs’
free energy to check what happens after a variation of temperature.

∆G0 = −RT log κ (21.25)

Using thermodynamics we can derive what’s known as the «Van ’t Hoff equation». From

the definition of the standard Gibbs free energy, we have

∆G0 = ∆H0 − T∆S0 (21.26)

Combined with the previous equation we have that

−RT log κ = ∆H0 − T∆S0 (21.27)

Dividing by −RT and then derivind with respect to temperature, we get the final equation
that we can use to determine the variation of the equilibrium constant. The evaluation is

immediate, giving
d log κ

dT
=

∆H0

RT 2
(21.28)

In case of a pressure variation, equilibrium will move towards the direction where moles of

gas are the least, while it will go the opposite way for a variation of volume

§§ 21.5.2 Equilibrium in Aqueous Solutions

In order to define equilibrium in aqueous solutions we need to define two things:

Definition 21.5.1 (Electrolyte). An «electrolyte» is a substance that dissolves in water

producing ions. A non-electrolyte is defined analogously as an element soluble in water

that doesn’t produce ions

An electrolyte can either be an ion or a molecule, and can be both strong or weak

depending on how much it dissolves in water.

A special example is water, it itself is a weak electrolyte, with the following dissociation

reaction, known as the «self ionization reaction of water»

2H2Ol ←→ H3O
+
aq +OH−

aq (21.29)

The “wet” equilibrium constant is then determined by considering only the elements in an

aqueous solution, ignoring liquids, solids and gases. For the dissociation of water, we have

κw =
[
H3O

+
] [
OH−] = 1.0 · 10−14 (21.30)

Remembering the Brønsted-Lowry definition of acid, we have that water can then behave

as both a base and an acid, getting the title of «anfiprotic».

Note that
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1. The conjugate basis of a strong acid is a weak basis

2. The conjugate basis of a weak acid has strength depending on the strength of the

acid

3. The conjugate acid of a strong basis is a very weak basis

4. The conjugate acid of a weak basis has strength depending on the basis

We can define then an acid and basic equilibrium constant as
κA =

[H3O
+] [A−]

[HA]

κB =
[HB+] [OH−]

[B]

(21.31)

Where A,B are our generic acid and base. The bigger is the equilibrium constant, the
stronger is the base/acid. Note that polyprotic acids will have more than one constant since

they can donate more than one proton. Obviously, the more protons does the acid donate

and the more the constant reduces.

Definition 21.5.2 (pH and pOH). For qualitatively determining the acidity of a solution, we

can calculate the «pH», defined as follows

pH = − log10
[
H3O

+
]
= − log10

[
H+
]

(21.32)

Analogously, we define the «pOH» as

pOH = − log10
[
OH−] (21.33)

And the «pκw» as
pκw = − log10 κw = pH + pOH = 14 (21.34)

A solution is then

• Acid, if pH < 7 or pOH > 7

• Basic, if pH > 7 or pOH < 7

• Neutral, if pH = pOH = 7

Method 4 (Calculation of the pH of a Solution). Suppose that we have a solution of

CH3COOH (acetic acid), where [CH3COOH] = 0.100 M, the dissociation reaction is the
following

CH3COOH(aq) +H2O(l) ←→ CH3COO−
(aq) +H3O

+
(aq) (21.35)

Being acetic acid a weak acid, only a small part is dissociated in water. In fact, we have

κA =
[H3O

+] [CH3COO−]

[CH3COOH]
' 1.80 · 10−5 << 1
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For evaluating the reaction and finding the pH of the solution we write the stoichiometric

table of the reaction, in terms of the concentrations of the various species

CH3COOH H2O CH3COO− H3O
+

IS 0.100 / 0 0

FS 100− x / x x

Table 21.16: Stoichiometric table for the dissociation of acetic acid

Since κA is known, we can write a second order equation in terms of the concentrations
of acetic acid and oxonium

κA =
x2

0.100− x
≈ x2

0.100

The solution is immediate if we approximate for a weak acid, therefore

x =
√
0.100κA = 0.0013 M=⇒pH = log10 x = 2.87

The general method is then, given a dissociation reaction for a weak Brønsted acid (κA << 1)
and concentration cA

κA =
x2

cA − x
(21.36)

When the acid is really weak (cA > 100κA), then x << cA, and the solution is straightforward

x =
√
cAκA=⇒pH = − log10 (

√
cAκA)

For a weak Brønsted basis the process will be similar, although we need to take into account

that the κB gives us the concentration of OH
−. Thus, due to the completely analogous

process and calculation we get, with a basis concentration of cB

κB =
x2

cB − x
(21.37)

If the basis is really weak, i.e. cB < 100κB we can again approximate the denominator to
cB, and therefore, the concentration of [OH

−] = x ions is

x =
√
cBκB=⇒pOH = − log10 (cBκB)

For recovering the pH of the solution we use the definition of pκw, and get

pH = 14− pOH

Note that for polyprotic acids and bases, the process must be repeated each time (just note

that the κ is different each time), although for evaluating the pH only the first constant is
used.
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§ 21.6 Acid-Base Reactions

§§ 21.6.1 Saline Hydrolysis

Acids and bases are not the only elements that have acidic or basic properties in water.

There exists a relation between weak acids and bases for which when a salt is dissolved in

water, it dissociates into either an acid or a basis in water, giving rise to a acid-base reaction.

Note that if we dissolve a strong acid and a strong base, the formed salt will have the

conjugated ions of the two dissolved elements, which will dissociate again. A common

example reaction is the one between hydrochloric acid and sodium hydroxide, which will

form sodium chloride (table salt). The reaction is the following

HCl(aq) +NaOH(aq) → NaCl(aq) +H2O(l) → Na+(aq) +Cl−(aq) (21.38)

The strength of the chloride ion and sodium cation is almost null, and therefore the final pH

will be the one of water, i.e. pH = 7. This reasoning is valid only for strong acids and strong
bases. If we introduce a perturbation on the concentration of hydrogenium or hydroxide,

we will have a change in pH in either direction, in a reaction known as (acid/basic) saline

hydrolysis.

A good example reaction is the one which generates ammonium ions from ammonium

chloride

Example 21.6.1 (Ammonium Chloride in an Acqueous Solution). The dissociation of ammo-

nium chloride follows this reaction

NH4Cl(s) → NH+
4 +Cl−(aq)

Since ammonium chloride is basic, we have that ammonium is the conjugated acid in the

reaction. It will react again with water creating ammonia, in the following reaction

NH+
4 (aq) +H2O(l) ←→ NH3(aq) +H3O

+
(aq)

Having ceded a proton to water, we’ve seen why ammonium is acid, because it also increases

the concentration of oxonium cations. The pH will get then lower than 7 and we’re looking
at an acid saline hydrolysis. Here we have two acid-base reactions

NH3 +H2O←→ NH+
4 +OH−

NH+
4 +H2O←→ NH3 +H3O

+

Clearly, the greater is κA the smaller κB will be, corresponding to our previous consideration
on the strength of acids and bases.

In general, for this kind of reactions we will have that

κAκB =
[
H3O

+
] [
OH−] = κw (21.39)

Thus explaining why strong acids combined with strong bases will give rise to a neuter

solution.

Note that, as an example for table salt, the opposite reaction is not possible. If everything is

calculated out one sees that κA →∞, making the dissolution reaction not reversible.
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§§§ 21.6.1.1 Common Ion Effect

If we try to calculate the pH of an aqueous solution obtained via mixing 200 ml of acetic

acid 0.200 M and 100 ml of hydrochloric acid 0.150 M, after writing the reactions and

remembering that κA = 1.80 · 10−5 we have

Vacetic = 0.200 l [CH3COOH] = 0.200 M

Vhydrochloric = 0.100 l [HCl] = 0.150 M

The calculation of the amount of moles of each compound is straightforward and gives

n = 0.0400 mol for acetic acid and n = 0.0150 mol for hydrochloric acid.
The new concentrations after mixing the two compounds are

[CH3COOH] = 0.133 M

[HCl] = 0.0500 M

Being both acids, we have to write separately the two dissociation reactions, as

CH3COOH(aq) +H2O(l) ←→ H3O
+
(aq) +CH3COO−

HCl(aq) +H2O(l) → H3O
+
(aq) +Cl−(aq)

(21.40)

The two reactions have both as product a mole of oxonium, thus making it a «common

ion». This means that [
H3O

+
]
=
[
H3O

+
]
HCl

(21.41)

This simply because hydrochloric acid is a stronger acid than acetic acid. Note that due to

Le Chatelier’s theorem we have that the strong acid dissociation will perturb the weak acid

dissociation moving the equilibrium towards the reagents.

§§ 21.6.2 Buffer Solutions

A special kind of reactions containing acid-base couples are «buffer solutions», in which

the adding of strong acids and strong bases does not variate the pH of the solution.

In order to keep the pH stable it’s necessary to have a base and his conjugated acid in the

same solution in similar quantities.

Suppose now that we let acetic acid react with sodium hydroxide (a strong basis) and we

add to it a mole more of acid than the base.

The reaction is

CH3COOH(aq) +NaOH(aq) → CH3COONa(aq) +H2O(l) (21.42)

The products of the reaction are sodium acetate and water. Due to acetic acid being a

weak acid it will be present in the solution together with the conjugated basis in similar

quantities, creating a buffer solution.

Buffer solutions can be created by
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• Weak acid in solution with their conjugated basis, e.g. acetic acid (CH3COOH) and
sodium acetate (CH3COONa)

• Weak bases in solution with their conjugated acida, e.g. ammonia and ammonium

chloride

• Solution of mixed polyprotic acids, e.g. phosphoric acid and dihydrogen phosphate,

or bicarbonate and carbonate

Concentrating ourselves only on the reaction between a weak acid and a salt containing his

conjugated basis we have three reactions in water:

1. Salt dissociation

2. Acid dissociation

3. Basic saline hydrolysis

In terms of chemical formulas we have

CH3COONa(aq) → Na+(aq) +CH3COO−
(aq)

CH3COOH(aq) +H2O(l) ←→ H3O
+
(aq) +CH3COO−

(aq)

CH3COO−
(aq) +H2O(l) ←→ CH3COOH(aq) +OH−

(aq)

(21.43)

What’s happening here is that we have a double common ion effect, moving the equilibrium

reactions to the left and leaving unchanged the two initial configurations. The pH will then

be evaluated only using the acid dissociation.

Knowing that for acetic acid we have κA = 1.80 · 10−5, we can find the oxonium concen-

tration from the definition of κA, thus[
H3O

+
]
= κA

[CH3COOH]

[CH3COO−]

Which indicates that the oxonium concentration is completely determined by the acid

strength and by the (initial) concentrations of the acid and of the conjugated salt.

The capacity to block pH variations of these solutions is known as buffering power. The

max buffering power is when the acid-base couple has exactly the same concentration. The

variability field is instead the interval of pH for which the buffer is efficient. Usually the

efficiency is around 1 unit of pH from the pκA of the acid

§§ 21.6.3 Solubility

The solubility S is the maximum concentration possible of a compound dissolved in water
at a given fixed temperature. It’s measured in mol/l of also g/l.

It’s deeply tied to the concentration of ions dissociated from the saline compound, via the

stoichiometric coefficients of the dissociation reaction. Many compounds are not really
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soluble, and the equilibrium of the concentrations of the ions and the undissolved salt is

known as a «saturated solution». The reaction in question is of the following kind

MnXm(s) ←→ nMm+ +mXn− (21.44)

The equilibrium constant will depend on temperature and on the amount of solid remaining,

It’s indicated as κps and is known as the «solubility product».

κps =
[
Mm+

]n [
Xn−]m (21.45)

The solubility is then defined as the ion concentration divided by their stoichiometric coeffi-

cient

S =
1

n

[
Mm+

]n
=

1

n

[
Xn−]m (21.46)

At constant temperature it’s influenced by the common ion effect, the pH of the solution

and eventual reactions in the solution.

§§§ 21.6.3.1 Variations of pH

Consider the dissolution reaction of iron sulfide in water. Sulfates are usually not easily

dissolvable salts, in fact, for this reaction

FeS(s) ←→ Fe2+(aq) + S2−(aq)

The solubility product is

κps = 5.0 · 10−18

Adding an acid like hydrochloric acid we see that the sulfide ion will react with the free

protons creating hydrogen sulfide ion and dihydrogen sulfide. Being the second in the

gaseous phase it will be ceded to the ambient, reducing the concentration of sulfur. For the

Le Chatelier theorem the reaction will move to the right, increasing the solubility product

and thus dissolving completely the salt.

§§§ 21.6.3.2 Common Ion Effect in Dissolutions

Since the solubility product depends only on temperature, and must be always defined then,

we have that the solubility of a not really soluble salt must get smaller when it encounters a

common ion effect.

Considering the generic case (21.44) and the generic definition of the solubility product,

we can determine a Q factor (reaction quotient) which will give us more knowledge on the
reaction. We have:

Qs =
[Mm+]

n
[Xn−]

m

[MnXm]
(21.47)

Its values can be interpreted as follows

• Qs > κps, the solution is oversaturated and precipitation will follow

• Qs = κps, the solution is saturated

• Qs < κps, the solution is unsaturated and the salt will continue to dissolve
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22 Molecular Structure

§ 22.1 Introductory Remarks

In order to begin to appreciate physically how a molecule can be described is by considering

a few conditions:

Obviously the nuclei of the molecules have comparatively a much bigger mass than all the

electrons combined, therefore, the center of mass of the nuclei can be thought as being

“fixed” in space, at a certain average distance from both atoms, called the equilibrium

spacing which depends on the considered molecule.

Let’s now consider valence electrons. They’re distributed all around the molecule, and their

charge distribution gives the force needed to keep the molecule bound. Now, if a is an
average distance between the two nuclei, we have a rough estimate of the energy levels

of the valence electrons of the molecule. Using the uncertainty principle, we get that the

magnitude of the electronic energies is approximately the following

Ee ≈
~2

ma2

Since a ≈ 1 Å, we have that Ee is on the order of some eV.

Let’s now consider motions. A molecule, in general, can rototraslate in space, which can be

reduced to the calculation of vibrations around the equilibrium distance of the molecule

and the rotation of itself, after separating the center of mass.

The nuclear vibrational energies can be calculated by supposing that both nuclei are tied

by an elastic force, for which the oscillation frequency is ωN = (k/M)1/2 (whereM is the

nuclear mass, and k is a parameter). Comparing it to the electroinc oscillation, we get
that the energy levels associated to vibration will have the following spacing (in relation to

electronic levels)
Ev

Ee
=

~ωN

~ωe
=

√
m

M

Hence

Ev '
√
m

M
Ee

Inserting the approximate values for the mass ratio m/M we have that Ev is around 102

times smaller than Ee.

237
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Let’s now consider the rotation of a diatomic molecule. In this simplified case, we have that

the moment of inertia isMa2/2, and the energy associated will then be

Er '
~2

Ma2
' m

M
Ee

Which gives has an even smaller value than Ev. Therefore we can say that Er < Ev < Ee,

and we can imagine Er, Ev as a first and second order splitting of the initial energy levels

Ee

§ 22.2 Born-Oppenheimer Approximation

We now consider a diatomic molecule with nuclei A and B with massMa,Mb with together

N electrons. The internuclear coordinate will be indicated with R = RB − RA and the

electronic positions with respect to the center of mass will be indicated by ri. The Schrödinger
equation for this system is straightforward, and neglecting spin we have(

T̂N + T̂e + V̂
)
|ψ〉 = E |ψ〉 (22.1)

Where T̂N is the kinetic energy of the nuclei, T̂e of the electrons, and V̂ is the potential
operator. Rewriting everything explicitly, where µ is taken as the reduced mass of the two
nuclei, we have

− ~2

2µ
∇2

Rψ(Rj , rk)−
~2

2m

N∑
i=1

∇2
iψ(Rj , rk)−

(
N∑
i=1

ZAe
2

4πε0|ri −RA|
−

−
N∑
i=1

ZBe
2

4πε0|ri −RB|
+

N∑
i>j=1

e2

4πε0|ri − rj |
+
ZAZBe

2

4πε0R

ψ(Rj , rk) = Eψ(Rj , rk)

(22.2)

This equation is clearly unsolvable. In this case tho, we can suppose that the total wavefunc-

tion |ψ〉 is the product of two wavefunctions, an electronic wavefunction, and a nuclear
wavefunction, hence, respectively |ψ〉 = |Φq〉 ⊗ |Fq〉.
Here, we have that the electronic wavefunction will depend parametrically by the internuclear

distance, and the wave equation searched is the following

T̂e |Φq〉+ V̂ |Φq〉 = Eq(R) |Φq〉

− ~2

2m

N∑
i=1

∇2
iΦq(rk;R) = Eq(R)Φq(rk;R)

(22.3)

These wavefunctions form a complete basis set for each R, and therefore, we can expand
the total molecular wavefunction as follows

ψ(Ri, rk) =
∑
q

Fq(R)Φq(rk;R) (22.4)
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Reinserting it back on the initial equation, we have that, projecting into the |Φ〉 basis, we
have ∑

q

ˆ
Φs

(
T̂N + T̂e + V̂ − E

)
Fq(R)Φq d

Nri = 0 (22.5)

Usin the fact that Φq is an eigenfunction for the electronic kinetic energy operator and the

potential operator, we have, also considering the orthonormality condition 〈Φs|Φq〉 = δsq
we have ∑

q

ˆ
ΦsT̂NΦqFq(R) d

Nri + (Es(R)− E)Fs(R) = 0 (22.6)

Where the operator T̂N acts as follows

〈xi| T̂N |Φq〉 |Fq〉 = −
~2

2µ

(
Fq∇2

RΦq + 2∇RFq · ∇RΦq +Φq∇2
RΦq

)
(22.7)

Here comes the important piece, as we said before, the motion of the nuclei around the

equilibrium value doesn’t affect particularly electrons, hence all the ∇2
RΦq parts of the

differential equation can be neglected, and we’re left with the Nuclear wave equation

− ~2

2µ
∇2

RFq(R) + (Eq(R)− E)Fq(R) = 0 (22.8)

Thus, we have finally that the differential equation (22.2) will be solved with two different

equations with the following conditions

− ~2

2m

N∑
i=1

∇2
iΦq + V (rk, R)Φq = Eq(R)Φq

− ~2

2µ
∇2

RFq + Eq(R)Fq = EFq

Where
∇RΦq = 0

ψ(Ri, rk) = Fq(Ri)Φq(rk;Ri)

It’s of particular interest the fact that the energies found solving the electronic equation

Eq(R), while using the Born-Oppenheimer approximation, behave as a potential energy for
the nuclear Schrödinger equation.

§ 22.3 Rovibronic States

Let’s now analyze properly the nuclear wavefunction. Analyzing the symmetries of the

system, it’s obvious that this wavefunction will be the product of a radial and an angular

part.

Already knowing how ∇2
R can be written, we have that it must be an eigenfunction of
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the total angular momentum Ĵ2, Ĵz, and plugging it into (22.8) we get our desired radial
equation

− ~2

2µ

∂2FsνJ

∂R2
+

~2

2µR2
J(J + 1)FsνJ + (Es(R)− EsνJ)FsνJ = 0 (22.9)

Here ν works as a “principal” quantum number for the quantized levels of the oscillation
of the two nuclei, and together with the quantum number J forms the set of Rovibronic
States. Another problem ensues from this equation, the “potential” Es(R) hasn’t been
determined, and it can’t properly be determined. Hence we approximate it in a power series

around the equilibrium position R0 up to the second order, and since E
′
s(R0) = 0, we’re

left with the following expression

Es(R0) = Es(R0) +
1

2

∂Es

∂R0
+O

(
(R−R0)

2
)

(22.10)

Rewriting the second derivative as k, and putting k/µ = ω0 we see already how it behaves

like a harmonic potential. We immediately write from this that the total energy will be

EsνJ = Es(R0) + Eν + Er, with the last one being the rotational energy

Er =
~2

2µR2
0

J(J + 1) = BJ(J + 1)

Where B is called the rotational constant.
Due to the harmonicity of the new Es(R) potential, we will have obviously the following
result for Eν

Eν = ~ω0

(
ν +

1

2

)
We can then rewrite our Schrödinger equation as follows, with FsνJY

M
J (θ, φ)→ |νJM〉

ĤN |νJM〉 =
(
Es(R0) + ~ω0

(
ν +

1

2

)
+

~2

2µR2
0

J(J + 1)

)
|νJM〉 (22.11)

A better approximation is given by the empirical Morse potential VM (R), where

VM (R) = De

(
e−2α(R−R0) − 2eα(R−R0)

)
With De, α constants.
We plug it into our equation as a correction of Es(R), as Es(R) = Es(∞) + V (R), which
then yields De as a minimum for R→∞, that gives its name as the dissociation constant
for the molecule.

Approximating again Es(R) to the second order and equating the coefficients of Es(R)
and VM (R), we get the following equality

Deα
2 =

1

2
k (22.12)
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Now, taking VM (R) into account, we get the new vibrational energy, which has now an
anharmonic correction

Eν = ~ω0

[(
ν +

1

2

)
− β

(
ν +

1

2

)2
]

(22.13)

β is our anharmonicity constant, and from the previous considerations, we get that

βω0 =
~ω0

4De

From the new energy, we now know that at the ground vibrational state ν = 0, is not 0,
which gives us the true dissociation energy D0 as

D0 = Es(∞)− Es(R0)−
~ω0

2

Or, more explicitly

D0 = De −
~ω0

2
(22.14)

§§ 22.3.1 Centrifugal Distortion

Now we have determined that the oscillations of the two nuclei are quantized, hence there

exists a series of values Rk, which modifies the energies of the system. We now rewrite the

nuclear Hamiltonian as follows

ĤN =
p̂2R
2µ

+ V̂eff − ẼsνJ (22.15)

Where

V̂eff = V̂M +
Ĵ2

2µR2

ẼsνJ = EsνJ − Es(∞)

Starting from this, we begin to evaluate the energies at R = R1. We start by approximating

the effective potential at the new minimum R1 up until the 4th order

Veff (R) ' V0 +
1

2
k̃(R−R1)

2 + c1(R−R1)
3 + c2(R−R1)

4

We search iteratively the exact value of R1 by deriving Veff (R), and we finally get

R1 ' R0 +
~2

2µα2R3
0De

J(J + 1) (22.16)
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Where for a simpler calculus we put c1 = c2 = 0, Deα
2 = k/2 and k̃ = k.

Using what we found, and applying the third and fourth order of the approximation as a

second order perturbation, we finally get our effective energy ẼsνJ

ẼsνJ = −De + ~ω0

[(
ν +

1

2

)
− β

(
ν +

1

2

)2
]
+

~2J(J + 1)

2µR2
0

−

− 3~3ω0J(J + 1)

4µαR3
0De

(
1− 1

αR0

)(
ν +

1

2

)
− ~4J2(J + 1)2

4µ2α2R6
0De

(22.17)

This effective energy includes the anharmonic correction to the quantum oscillator, a

rotation-vibration coupling correction and a correction to the energy of the rigid rotor. This

lets us evaluate directly the centrifugal distortions, since for large ν the average distance
R > R0. The same goes for large values of J .



23 Molecular Spectra

§ 23.1 Diatomic Molecules

Let’s now consider again the vibration of diatomic molecules, where now we also consider

cases where Λ 6= 0. We then define two “new” operators, Λ̂, the angular momentum of
the molecule, N̂ , the angular momentum of the two nuclei and the associated total angular
momentum operator Ĵ = Λ̂ + N̂ . We shall consider cases where the spin-orbit coupling is
negligible and no relativistic corrections are considered.

We get back to the definition of N̂ . From the definition of angular momentum, we already
know that

N̂ = R̂ ∧ P̂ =⇒ N̂ · R̂ = 0

Where R̂ is the internuclear distance operator.
We define the projection on the internuclear axis of the total angular momentum as follows,

and we already know that it must have the same value of the projection of Λ̂ on the
internuclear axis, since N̂ · R̂ = 0 so

ĴR =
Ĵ · R̂
R̂

= Λ̂R

Considering now all the symmetries of the system, we can with ease say that
[
Ĥ, ĴR

]
=[

Ĥ, Ĵ2
]
= 0, and we can define the eigenstate of the molecule as |sJMΛ〉, where s is a

set of quantum numbers which do not intervene in the rotovibration of the molecule

We begin by analyzing the nuclear Schrödinger equation for the diatomic molecule, and we
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get

ĤFsνJ =

− ~2

2µ

∂2

∂R2
+

〈
N̂2
〉

2µR2
0

FsνJ + (Es(R0)− E)FsνJ = 0

〈
N̂2
〉
=
〈(
Ĵ2 − Λ̂2

)〉
= ~2J(J + 1) +

〈
Λ̂2
〉
− 2

〈
Ĵ · Λ̂

〉
ĤFsνJ =

(
− ~2

2µ

∂2

∂R2
+

~2

2µR2
0

J(J + 1) + (E′
s(R0)− E)

)
FsνJ = 0

E′
s(R0) = Es(R0) +

1

2µR0

(〈
Λ̂2
〉
− 2

〈
Ĵ · Λ̂

〉)
=

= Es(R0) +
1

2µR0

(〈
Λ̂2
〉
− 2~2Λ2

)

(23.1)

The choice of redefining Es(R0) is immediate, by noting how the terms defining E
′
s(R0) all

depend on the electronic terms of the molecule.

Another way of considering the rotation of a molecule, is given by starting from the basic

approximation that a molecule could be seen as an almost completely rigid body, and

therefore, in the system of the center of mass of the molecule, we can write that the kinetic

energy operator will be the following in the coordinates where the inertia tensor is diagonal:

T̂ =
1

2Ia
Ĵ2
a +

1

2Ib
Ĵ2
b +

1

2Ic
Ĵ2
c (23.2)

Since in a diatomic molecule one of the eigenaxis will be the internuclear axis, let’s say it’s

the c axis, we get that Ia = Ib, and Ĵc = Λ̂R

T̂ =
1

2Ia
(Ĵ2

a + Ĵ2
b ) +

(
1

2Ic
+

1

2Ib

)
Λ̂2
R

This equation is the same equation of a symmetric top. For a diatomic molecule we have

that Ia = µR2
0 and that Ic depends directly on the electronic terms of the molecule

From this we have

Er =
~2

2µR2
0

J(J + 1) +

(
1

2Ic
+

1

2Ib

)
~2Λ2 (23.3)

This point of view makes the generalization to polyatomic molecules much more easy to

derive.

§ 23.2 Rovibrational Spectra of Diatomic Molecules

Let’s begin considering interaction with the radiation field and the possible transition for the

rovibronic states. We define as usual the dipole operator as the sum of the dipole moments

of the nuclei and of the electrons

D̂j = e

(∑
i

ZiR̂ij −
∑
i

r̂ij

)
(23.4)
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As we did before, we approximate the system by considering no coupling between angular

momentums and by neglecting rotovibrational motions.

The molecular wavefunction in study will then be a product of the electronic wavefunction,

a vibrational wavefunction and a rotational wavefunction, with the following quantum

numbers

|Ψ〉 = 1

R
|s〉e− |ν〉 |JMΛ〉 (23.5)

Where, |ν〉 is the standard eigenfunction of the quantum harmonic oscillator.
Disregarding spin in our calculations, we define the permanent electric dipole moment δ of
the molecule as the diagonal elements of the D̂i operator.

D̂αα = 〈α| D̂ |α〉 = δ

These matrix elements always vanish if |α〉 is a nondegenerate state, but also it doesn’t
fade if there is an excess of charge in one of the two nuclei, which is always true when we

consider heteronuclear molecules.

Since homonuclear molecules are symmetric, all elements of the dipole operator will be zero,

and therefore transition can happen only if there is an electronic transition, since J ≥ |Λ|.
So, for the already known transition rules for Λ = 0

∆J = ±1
∆M = 0, ±1

We have, for Λ 6= 0
∆J = 0, ±1 ∆J = 0 if only if Λ 6= 0

∆M = 0, ±1
∆Λ = 0

The spectrum found will lay on the far IR or the microwave region of frequencies for diatomic

molecules, which will have a definite energy

~∆ω∆J = Er(J + 1)− Er(J) = 2B(J + 1) (23.6)

As we said before, vibrational transitions can happen if and only if the vibrational matrix

elements of the dipole operator are nonzero, i.e. if the following integral is nonzero

D̂νν′ = 〈ν| D̂
∣∣ν ′〉 (23.7)

Expanding the integral in power series, and using the definition of Hermite polynomials, we

have that the integral depends only on (R−R0).

D̂(R) 'D̂(R0) +
∂D̂

∂R

∣∣∣∣∣
R=R0

(R−R0) + · · ·

I(ν, ν ′) =

ˆ
ψν(R−R0)ψν dR

ψν(x) = NνHν(αx)e
−α2x2

2

(23.8)
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Using the following recursion relation of the Hermite polynomials

2αxHν(αx) = 2νHν−1(αx) +Hν+1(αx)

We have that the integral will be nonzero if and only if ∆ν = ±1
The selection rules then are the following

∆J = 0, ±1
∆M = 0, ±1
∆Λ = 0

∆ν = ±1

(23.9)

We can delve deeper into the ∆J = ±1 transitions. We can define two different branches,
i.e. R branches, if ∆J = −1, and P branches when ∆J = 1. The two sets will have the
following separations between levels

~ωR = Er(ν + 1, J + 1)− Er(ν, J) = 2B(J + 1) + ~ω0

~ωP = Er(ν − 1, J − 1)− Er(ν, J) = ~ω0 − 2BJ
(23.10)

Both branches form what’s usually called as vibrational-rotational branch, which is formed

by lines spaced by 2B/h.
There exists a third branch of the spectrum given by the anharmonicity of the oscillation of

the molecule, the Q branch. If Bν = Bν+1, we have that

~ωQ = Er(ν + 1, J)− E(ν, J) = ~ω0 (23.11)

§§ 23.2.1 Raman Scattering

We get back to our consideration of homonuclear diatomic molecules. We saw that for

Λ = 0 no transitions are possible due to the symmetry of the molecule, this is not properly
true, since there can be a particular kind of transitions given by an inelastic scattering, called

Raman scattering.

Raman scattering works as a second order process, where a photon with energy ~ω is
absorbed from an atom or a molecule, which is excited from a state a to a state n, and then
emits a second photon with energy ~ω′ while decaying to the final state b. In this case, if
a = b, we get again Rayleigh scattering. In other cases, using the conservation of energy
we have

~ω′ = ~ω +∆Eab (23.12)

In general, this kind of scattering permits the existence of another selection rule, valid only

for Raman scattering

∆J = 0, ±2 (23.13)

Let’s consider now two particular cases. If the state a is the ground state of the molecule,
the state b must ave higher energy, so ω′ < ω, and the observed line is called a Stokes line,
whereas in the opposite case, we have that ω′ > ω and this line is called the Anti-Stokes line
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§ 23.3 Electronic Spectra

The electronic spectra of diatomic molecules is given by combined electronic-rovibronic

transitions. The lines associated with this transitions lay on the visible or in the UV part of

the light spectrum. We can immediately say that the frequency separation of these lines

will be

ω =
(Es′ + Eν′ + Er′)− (Es + Eν + Er)

~
(23.14)

This is obviously given by three different components, i.e. the vibrational or band structure,

the rotational structure and the fine structure of the total band.

Keeping only the first two terms and ignoring rotational variations we can see that in general,

the transitions will have the following energy separation

~ω = ~ωs′s + ~ω′
0

(
ν ′ +

1

2

)
− ~ω0

(
ν +

1

2

)
(23.15)

Or, introducing again the anharmonicity of the oscillator, we get the Deslandres formula

~ωD = ~ωs′s + ~ω′
0

(
ν ′ +

1

2

)
− ~β′ω′

0

(
ν ′ +

1

2

)2

− ~ω0

(
ν +

1

2

)
+ ~βω0

(
ν +

1

2

)2

(23.16)

The series of lines obtained from these transitions is called a ν progression.
Adding back the Er term, we are obliged to use the selection rules for J .
If we now consider spin, in absence of coupling we get ∆S = 0 and for transitions between
Σ states we have Σ+ ↔ Σ+ and Σ− ↔ Σ−. Due to symmetry reasons we also have the
selection rule g ↔ u.
The three branches, having considered the new selection rules and considering the centrifu-

gal distortion

~ωP = ~ωD +B′J(J − 1)−BJ(J + 1)

~ωQ = ~ωD +B′J(J + 1)−BJ(J + 1)

~ωR = ~ωD +B′(J + 1)(J + 2)−BJ(J + 1)

(23.17)

It’s evident that these formulas, after substituting the Deslandres equation for ~ωD, are

not linear nor quadratic in J , but rather parabolic in J , which give a Fortrat parabola.
Since B′ 6= B we also see that the lines aren’t equally spaced, which is closely tied to the
centrifugal distortion that we have already treated

§§ 23.3.1 The Franck-Condon Principle

The Franck-Condon principle is based on the idea that the atoms of the molecule do not

move during the electronic transition but after. This is represented on the energy graph

of the molecule as a vertical line between two electronic curves, where the centrifugal

distortion gets considered.
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This principle can be seen in action considering the total wavefunctionΨα = R−1ΦsψνφJMΛ

and evaluating the dipole moment operator’s matrix elements

D̂α′α = e

ˆ
R−2 d3R

ˆ
Φs′ψ

′
ν′φ

′
J ′M ′Λ′

(
2∑

i=1

ZiRij −
∑
i

rij

)
ΦsψνφJMΛ d3r (23.18)

From the definition of the dipole moment operator we take only the electronic part of the

dipole operator

D̂e−(R) = −e 〈s|
∑
i

r̂ij |s〉 → −e
ˆ

Φs

∑
i

r̂ijΦs d
3r

The Franck-Condon principle then amounts to saying that this operator is independent of R,
so that the transition amplitudes will be always proportional to the Franck-Condon factor

fν′ν =

ˆ
ψ′
ν′ψν dR (23.19)

This simply represents the overlap integral between two vibrational wavefunctions in different

electronic states.

§§§ 23.3.1.1 Fluorescence and Phosphorescence

One event that can be explained using the Franck-Condon principle is fluorescence and

phosphorescence, which is an effect given by some molecules, where the radiation absorbed

in the near-UV gets re-emitted at a longer wavelenght, whereas in phosphorescence, it’s

involved the decay from an excited state to a second state with different multiplicity.

Fluorescence can be graphed as a transition from an electronic level to a second level,

respecting the Franck-Condon principle. Let’s take as an example a molecule in the ground

state 1X, which get excited to a second state 1A, which slowly decays level by level up until
getting back down to the 1X state.

In this case, the effect of fluorescence can be seen as the slow decay from the excited state
1A to the ground state 1X, where all the decays emit photons in the range of visible and
near-UV light.

Phosphorescence, instead, can be seen as a process 1X →1 A →3 A →1 X, where the
molecule “slips” from the state 1A to the state 3A due to the nonzero multiplicity of this
state.

§ 23.4 Inversion Spectrum of Ammonia (NH3)

The ammonia molecule is a pyramidal molecule composed by a nitrogen atom at the summit

and three hydrogens at the basis
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N
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H

Figure 23.1: Structure of the Ammonia molecule (NH4)

This geometry is twice degenerate, since we can invert the molecule using the nitrogen

atom as an inversion point.

The vibrational modes of this molecule can be seen as an umbrella opening and closing with

respect to the hydrogen plane of the molecule. The nitrogen atom can overpass this plane,

hence the vibrational potential must have two wells for the two possible stable oscillation

points.

Considering this well and doing a couple calculations, we can see that the transition between

vibrational states ν = 0→ ν = 1 is classically forbidden, but possible in the framework of
quantum tunneling.

The tunneling of the wavefunction permits the removal of the degeneracy, hence forming a

doublet.

In order to define properly this situation we consider the whole molecule as a two level

system, where the upper level is the “up” configuration, where the nitrogen atom rests

above the hydrogen plane, and a second “down” configuration where the nitrogen atom

is below the hydrogen plane.

The wavefunctions representing these states are eigenvalues of the parity operator, and

therefore we can write

|1〉 = 1√
2
(|u〉+ |d〉)

|2〉 = 1√
2
(|u〉 − |d〉)

(23.20)

We also have that the nitrogen atom could probably be above or below the hydrogen

plane, so we can also write a third wavefunction. We will directly write the time-dependent

wavefunction of the system, which is the following

Ψ(z, t) =
1√
2

(
ψ1(z)e

−i
E1t
~ + ψ2(z)e

−i
E2t
~

)
=

1√
2

(
ψ1(z) + ψ2(z)e

−2πiωt
)
e−i

E1t
~

(23.21)

Where we used ∆E = ~ω.
Explicating the two wavefunctions and setting t = 1/4πω we get

Ψ(z, t) = ψd(z)e
−i

E1t
~ (23.22)

So that we have that the probability density of the wavefunction is simply |ψd(z)|2



CHAPTER 23. MOLECULAR SPECTRA 250



24 Molecular Electronic Structure

It’s now time to analyze the electronic structure of diatomic molecules. We begin with the

usual multielectron Hamiltonian without fine and hyperfine corrections. We choose for

easier calculus the z-axis as the internuclear axis, and in this case we can immediately say
that [

Ĥ, L̂z

]
= 0

It’s also obvious that due to the nature of the system, L̂x, L̂y, L̂
2 «do not» commute with the

Hamiltonian of this system (this can be proved through direct calculus). Due to the previous

statement, we know that the electronic eigenfunctions of the molecular Hamiltonian Φs

are simultaneous eigenfunctions of Ĥ and L̂z.

Since L̂z → i~∂φ, we can solve directly for the angular part through separation of variables.
We suppose that Φs(ri;R) = fr(R; ri)η(φ), solving then for η we have

η(φ) = eiMLφ (24.1)

In molecular physics tho is common to use a new quantum number, Λ = |ML|, therefore,
we can then write for Φs (with appropriate normalization)

Φs(R; ri) =
1√
2π
fs(r)e

±iΛφ (24.2)

In the usual spectroscopic notation, we now have ml for single particles,ML for atoms and

Λ for molecules, and it follows a similar pattern. It’s also used λ = |ml| for single molecular
electrons

Quantum Number 0 1 2 3. . .

ml s p d f. . .

ML S P D F. . .

Λ Σ Π ∆ Φ . . .

λ σ π δ φ . . .

Table 24.1: Table of quantum numbers in spectroscopic notation

Let’s get back to our molecular system. Through a quick sketch of a diatomic molecule

it’s obvious that, if the z-axis is taken as the intermolecular axis, the system is invariant for
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reflections along the x−y plane. Let’s call this reflection operator Âxy. Since it’s a reflection

we know that Â2
xy = 1̂ and its eigenvalues are ±1, and from the previous consideration

that [
Ĥ, Âxy

]
Writing out explicitly the angular momentum operator L̂z = Λ̂z (using Λ̂ makes it easier to
distinguish this operator from the usual angular momentum operators) in Cartesian form

(Λ̂z → i~y∂x − i~x∂y), and knowing that Âxy maps y → −y, we also have that these two
operators anticommute. {

Λ̂z, Âxy

}
= 0

We therefore have that, for states with Λ 6= 0

Λ̂zÂxy |Λ〉 = −ÂxyΛ̂z |Λ〉 = ±~Λ |Λ〉 (24.3)

Depending on the symmetry of the wavefunction, this brings up what is usually called

Λ-doubling, i.e. a two-fold degeneracy on levels given by the symmetries of the system.
A particular case happens when Λ = 0, in this case we can construct simultaneous eigenfunc-
tions of Ĥ, Λ̂z, Âxy, and the degeneracy is broken into two non-degenerate states, Σ

+,Σ−,
where for the first the wavefunction is unchanged on reflections along the internuclear axis,

and for the second state that the wavefunction changes sign (Âxy |a〉 = ± |a〉).
Therefore, for inversions of the kind ri → −ri, we can define states which are invariant and
non-invariant to this transformation, these will be indicated by either a subscript g or u,
which come from the German gerade and ungerade, which mean respectively “even” and

“odd”.

For homonuclear diatomic molecules, the behavior of the Σ wavefunctions through the
inversions yi → −yi and ri → −ri, give the additional definition of 4 non degenerate Σ
states, respectively Σ+

g ,Σ
−
g ,Σ

+
u ,Σ

−
u .

These states can be determined precisely by considering the inversionR→ −R, made by the
composition of the inversion yi → −yi and ri → −ri. The result of these inversion will be
an unchanged sign forΣ+

g ,Σ
−
u wavefunctions and a changed sign forΣ

−
g ,Σ

+
u wavefunctions.

Considering now the spin of the molecular electrons, we’re left with the usual operator Ŝ,
with the usual eigenvalues. With spin, we can write the terms as follows

2S+1Λg/u

The ground states are usually indicated as X2S+1Λg/u, and for diatomic molecules, they are

usually X1Σ+ and X1Σ+
g for homonuclear diatomic molecules, with some exceptions

1

1See O2 and NO, which have as ground states X3Σg and X2Π, respectively
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§ 24.1 Approximation Methods and the H2 Molecule

§§ 24.1.1 Linear Combination Of Atomic Orbitals (LCAO-MO)

A great example of a molecular system that can be analyzed, is the Dihydrogen cation, i.e.

the molecule H+
2 .

Considering all particles present in the system, we can write our Hamiltonian as follows

(using atomic units ~ = 1, ke = 1, e = 1,me = 1)

ĤH+
2
= −1

2
∇2

r −
1

ra
− 1

rb
+

1

R
(24.4)

Where r, ra, rb are not independent, given in terms of the distance between the two nuclei
R, as

ra = r +
R

2

rb = r − R

2

The Schrödinger equation can be exactly solved, but it’s useful to firstly develop the Linear

Combination of Atomic Orbitals (LCAO) approximation technique.

As we have already seen, at great distances, we must have that the system is a simple

hydrogen atom, hence

|Φ〉 = |1s〉
Where the 1s orbital takes into consideration whether it’s bound to the nucleus a or b.
From this, we can construct two molecular wavefunctions with either an even (gerade)

symmetry or an uneven (ungerade) symmetry.

We have

|g〉 = 1√
2
(|1s〉a + |1s〉b)

|u〉 = 1√
2
(|1s〉a − |1s〉b)

(24.5)

We then can find our molecular energy levels by plugging it into our variational equation

Eg,u(R) =
〈g, u| Ĥ |g, u〉
〈g, u|g, u〉

Let’s calculate firstly the normalization of the state |g, u〉. We have

〈g, u|g, u〉 = 1

2
(〈1s|a ± 〈1s|b) (|1s〉a ± |1s〉b)

=
1

2
(〈1s|1s〉a + 〈1s|1s〉b ± 2 〈1s|1s〉ab) =

= 1± 〈1s|1s〉ab = 1± I(R)

(24.6)

Where I(R) = 〈1s|1s〉ab is an overlap integral, which can be calculated, considering that

〈r|1s〉 = ψ1s(r) =
1

π
e−r
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A piece-by-piece calculation of this and some further integrals will be given in an appendix,

but for now, we have that the result is

I(R) =

(
1 +R+

1

3
R2

)
e−R

We then evaluate the numerator, keeping in mind that these two Schrödinger equations

also hold (
1

2
p̂2r −

1

ra

)
|1s〉a = E1s |1s〉a(

1

2
p̂2r −

1

rb

)
|1s〉b = E1s |1s〉b

So, we then have, expanding |g, u〉 in its composing kets

〈g, u| Ĥ |g, u〉 = 1

2
(〈1s|a ± 〈1s|b) Ĥ (|1s〉a ± |1s〉b)

= 〈1s| Ĥ |1s〉a ± 〈1s| Ĥ |1s〉ab
(24.7)

Writing the Hamiltonian and distributing once again, we get

〈g, u| Ĥ |g, u〉 =
(
E1s +

1

R

)
− 〈1s| 1

rb
|1s〉a ±

(
E1s +

1

R

)
〈1s|1s〉ab ± 〈1s|

1

rb
|1s〉ab

= E1s (1± I(R))±
1

R
I(R) +

1

R
− 〈1s| 1

rb
|1s〉a ± 〈1s|

1

rb
|1s〉ab

(24.8)

Solving the two last integrals and putting everything together, we finally get

Eg,u(R) = E1s +
(1 +R)e−2R ±

(
1− 2

3R
2
)
e−R

R±
(
1 +R+ 1

3R
2
)
Re−R

(24.9)

From this, we can then define the two following levels

ĤH+
2
|g〉 = Eg(R) |g〉

ĤH+
2
|u〉 = Eu(R) |u〉

The first energy is the one for which the wavefunction is symmetrical (± → +). For this
wavefunction, if plotted or calculated, it’s easy to see that there exists a well, for which the

molecule can bond, and therefore, this molecular orbital is said to be a bonding orbital,

indicated by the term σg, in the other case, for the uneven wavefunction, there is no
energetic well, hence it’s easy to see how this orbital doesn’t contribute to the bonding of

the molecule, hence it’s called an antibonding orbital, and it’s indicated by the term σ?u The
second approach, after the molecule H+

2 , is the actual hydrogen molecule H
+
2 , which has

two electrons.

We shall build its electronic wavefunctions using what we found for the dihydrogen cation.

We already know that the eigenspinors must either be a singlet state S =
∑

i si = 0
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or a triplet state. We can immediately write these spinors, starting from the singlet state

(remembering that a⊗b 6= b⊗a, for two vectors a, b ∈ H, here due to the indistinguishability
of the two electrons it only matters to know that the first ket is referring to the first electron

and the second ket, obviously, to the second and last electron)

|00〉 = 1√
2
[|↑〉 ⊗ |↓〉 − |↓〉 ⊗ |↑〉]

|11〉 = |↑〉 ⊗ |↑〉

|10〉 = 1√
2
[|↑〉 ⊗ |↓〉+ |↓〉 ⊗ |↑〉]

|1− 1〉 = |↓〉 ⊗ |↓〉

(24.10)

Using the two eigenfunctions |u〉 , |g〉 we can then form four combinations of the two

|A〉 = [|g〉 ⊗ |g〉]⊗ |00〉
|B〉 = [|u〉 ⊗ |u〉]⊗ |00〉

|C〉 = 1√
2
[|g〉 ⊗ |u〉+ |u〉 ⊗ |g〉]⊗ |00〉

|D〉 = 1√
2
[|g〉 ⊗ |u〉 − |u〉 ⊗ |g〉]⊗ |1,MS〉

(24.11)

It’s immediate to see that, since |g〉 , |u〉, as calculated previously for H+
2 , are either σg or σ

?
u

states, that |A〉 , |B〉 represent 1Σ+
g , while |C〉 represents a 1Σ+

u state, and |D〉 represents
the remaining 3Σ+

u states. The exact Hamiltonian for the Hydrogen molecule is, in atomic

units

ĤH2 = −1

2

(
∇2

1 +∇2
2

)
−

2∑
i=1

1

rai
−

2∑
i=1

1

rbi
+

1

r12
+

1

R
(24.12)

Regrouping the two single electron Hamiltonians as ĥi, and remembering that

ĥi |g, u〉 =
(
Eg,u(R)−

1

R

)
|g, u〉

We get by using the eigenket |A〉, imposing without loss of generality that 〈g, u|g, u〉 = 1,
that the associated energy will be, after plugging everything into the Rayleigh-Ritz variational

expression, that

EA = 〈00| 〈g| ⊗ 〈g| Ĥ |g〉 ⊗ |g〉 |00〉

= 〈00| 〈g| ⊗ 〈g|
2∑

i=1

ĥi +
1

r12
|g〉 ⊗ |g〉 |00〉

= 2Eg(R)−
1

R
+ 〈00| 〈g| ⊗ 〈g| 1

r12
|g〉 ⊗ |g〉 |00〉

(24.13)

The last expression, corresponds to the following integral
¨

Φg(r1)Φg(r2)
1

r12
Φg(r1)Φg(r2) d

3r1d
3r2 =

¨ |Φg(r1)|2|Φg(r2)|2

r12
d3r1d

3r2
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This integral can be computed using the approximate LCAO form, or the “exact” solution

of the Schrödinger equation for the H+
2 molecule.

Using the LCAO form of |g〉, we can then write in extensive form

|A〉 = |g〉1 ⊗ |g〉2 |00〉 =

=
1

2
(|1s〉a ⊗ |1s〉b + |1s〉b ⊗ |1s〉a + |1s〉a ⊗ |1s〉a + |1s〉b ⊗ |1s〉b) |00〉

(24.14)

Or, using directly the Schrödinger representation of eigenstates

〈rij |A〉 = ΦA =
1

2
(ψ1s(ra1)ψ1s(rb2) + ψ1s(rb1)ψ1s(ra2)+

+ ψ1s(ra1)ψ1s(ra2) + ψ1s(rb1)ψ1s(rb2))χ00(r1, r2)
(24.15)

It’s easy to see how this eigenstate can be expressed by a superposition of two states, as

|A〉 = |A〉cov + |A〉ion, which respresent two types of molecular bonding already known in
chemistry: covalent and ionic bonding. Using the previous expression, we can write these

two kinds of bonding as follows

|A〉cov =
1

2
(|1s〉a ⊗ |1s〉b + |1s〉b ⊗ |1s〉a) |00〉

|A〉ion =
1

2
(|1s〉a ⊗ |1s〉a + |1s〉b ⊗ |1s〉b) |00〉

(24.16)

It’s immediate to see how the covalent eigenstate (|A〉cov) represents a situation where
the two electrons (remember that we’re working in a Hilbert space of the kind H1 ⊗H2)

are bound to both nuclei, whereas the ionic eigenstate represents a situation where both

electrons are bound to one nucleus. Using the LCAO approximation, in the limit R→∞,
the covalent bond yields two hydrogen atoms (H2 → H+ H), whereas the second yields
one proton and a negative hydrogen ion (H2 → H− + p+).
A better approximation can be given using the Rayleigh-Ritz variational principle, with a

trial eigenket |λ〉, formed by an equal mixture of the two states |A〉 and |B〉, which both
have symmetry 1Σ+

g .

Noting that the state |B〉 is the following

|B〉 = 1

2
(|1s〉A ⊗ |1s〉A − |1s〉A ⊗ |1s〉B − |1s〉B ⊗ |1s〉A + |1s〉B ⊗ |1s〉B) |00〉

The eigenstate |λ〉 will then have the following definition

|λ〉 = |A〉+ λ |B〉

|λ〉 = 1

2
[(1− λ) (|1s〉A ⊗ |1s〉B + |1s〉B ⊗ |1s〉A)

+(1 + λ) (|1s〉A ⊗ |1s〉A + |1s〉B ⊗ |1s〉B)] |00〉
|λ〉 = (1− λ) |A〉cov + (1 + λ) |A〉ion

(24.17)
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Using the Rayleigh Ritz variational method, it’s possible to calculate the energy of the system

in relation to the parameter λ, as follows

E(λ) =
〈λ| Ĥ |λ〉
〈λ|λ〉

(24.18)

Finding the extremum, (i.e. where δE(λ) = 0, i.e. ∂λE = 0 and λ0 is an extremum) it is
possible to find values closer to the experimental values than the previous approximations.

§§ 24.1.2 Heiter-London Valence Bond Method (VB-MO)

Considering now the Valence Bond method, we approximate the wavefunction for H2

basing ourselves on the separated atom wavefunctions.

We begin taking the triplet sigma wavefunction |D〉, for which, the covalent part is the
following

|D〉cov =
1

2
(|1s〉A ⊗ |1s〉B − |1s〉B ⊗ |1s〉A) |1MS〉 (24.19)

This wavefunction has the symmetry 3Σ+
u . Now, substituting this and |A〉cov for the 1Σ+

g

term in the variational equation, we get that the searched energy for gerade and ungerade

states is the following

Eg,u(R) = 2E1s +
J ±K
1± I2

+
1

R
(24.20)

Where (using Schrödinger’s representation), we have that

I =

ˆ
ψ1s(rA1)ψ1s(rB1) d

3r1

J =

¨
|ψ1s(rA1)|2

(
1

r12
− 1

rA2
− 1

rB1

)
|ψ1s(rB2)|2 d3r1d3r2

K =

¨
ψ1s(rA1)ψ1s(rB2)

(
1

r12
− 1

rA2
− 1

rB1

)
ψ1s(rA2)ψ1s(rB1)

In order to get these two results we begin by inserting everything into the Rayleigh-Ritz

equation.

For the 3Σ+
u we have

Eu(R) =
〈D| Ĥ |D〉c
〈D|D〉c

We begin calculating the normalization factor 〈D|D〉

〈D|D〉c =
1

4
(〈1s|A ⊗ 〈1s|B − 〈1s|B ⊗ 〈1s|A)⊗ (|1s〉A ⊗ |1s〉B − |1s〉B ⊗ |1s〉A) =

=
1

4
(2 〈1s|1s〉A 〈1s|1s〉B − 2 〈1s|1s〉AB 〈1s|1s〉BA) =

=
1

2

(
1− 〈1s|1s〉2AB1

)
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Where, 〈1s|1s〉AB1 = 〈1s|1s〉AB2 = I

Secondly, we find the expectation value of the Hamiltonian
〈
Ĥ
〉
Dc

. We begin by noting

that the Hamiltonian can be separated into the sum of three Hamiltonians

Ĥ = ĥa + ĥb + ĥ12 = 2ĥa − ĥ12

ĥa =
p̂2

2
− 1

ra1

ĥb =
p̂2

2
− 1

rb2

ĥ12 =
1

r12
+

1

R
− 1

ra2
− 1

rb1

In order to ease the notation in this calculation we will indicate |1s〉i⊗ as |1〉i and ⊗ |1s〉i
as |2〉i
In this notation, we have |D〉c = 1/2(|1〉A |2〉B − |1〉B |2〉A), and therefore, remembering
that Ĥ† = Ĥ always holds, we have

〈D| Ĥ |D〉c = 2 〈D| ĥa |D〉c − 〈D| ĥ12 |D〉c =
= 2 (ha1212 + ha2112) + h121212 − h122112 =

=

(
4E1s +

2

R

)
(1− 〈1s|1s〉2AB1) + ĥ121212 − ĥ122112

Writing explicitly the integrals in the last equation for the matrix elements of ĥ12, we get the
J integral for the first and the K integral for the second, therefore obtaining the results

〈D| Ĥ |D〉c =
(
4E1s +

2

R

)(
1− I2

)
+

1

2
(J −K)

〈D|D〉c =
1

2

(
1− I2

) (24.21)

Putting it up altogether, we get for the 3Σ+
u

Eu(R) = 2E1s +
1

R
+
J −K
1− I2

(24.22)

For the 1Σ+
g state, everything remains equal, except for the sign −, that becomes a + due

to the definition of |A〉c, and therefore we have

Eg(R) = 2E1s +
1

R
+
J +K

1 + I2
(24.23)

A question arises now, after all these calculations. One might ask what do I, J,K actually

mean physically. The first is the overlap integral between the nucleus A and the nucleus B
of the two electrons (it is squared since the two electrons are indistinguishable), J is the
Coulomb integral which represents the interactions between the charge densities of the

two electrons (−e|ψ1s(rA1)|2 and −e|ψ1s(rB2)|2) and K is the exchange integral, each of

these already known through the Hartree-Fock approximation for many-electron atoms.
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§ 24.2 Homonuclear Diatomic Molecules

In general, for homonuclear diatomic molecules, we can write the electronic wavefunction

for the molecular orbitals in the LCAO approximation as

|g, u〉 = Ng,u (|a〉Ai ± |b〉Bi)

Where Ng,u is an appropriate normalization factor, and |a〉 , |b〉 are two (non necessarily
equal) atomic orbitals, with respect to the first or the second atom.

Studying more the molecular orbitals we have that

1. MOs with a given value of λ must connect with atomic orbitals with the same value
of |ml|.

2. The parity of the wavefunction (g, u) must be preserved

From spatial MOs it’s possible to build spinorbitals for ech electrons, using Slater determi-

nants.

As an example, we can write the state |A〉 for H2 as follows

|A〉 = 1√
2
det2

∣∣∣∣|g〉 |↑〉1 |g〉 |↓〉1
|g〉 |↑〉2 |g〉 |↓〉2

∣∣∣∣ (24.24)

In this case, both electrons of the H atoms can be in the bonding σg orbital, but in higher
electron number systems, due to Pauli’s principle, is not possible anymore.

For He2,He
+
2 we have in the first case that the molecular configuration is σ

2
gσ

2
u, which is

unstable and hence bond-breaking. For the second case instead we’re left with one less

electron in the antibonding σu orbital, which corresponds to a weakly bond molecule.
Next in line of homonuclear diatomic molecules, there is Li2, each atom with electronic
configuration [He]2s. The molecule will be formed through the bonding of the 2s valence
electron, forming a (σg2s)

2 molecular orbital, which is a stable bond.

Going forward in the periodic table, we have Be2, which must have a σ
2
gσ

2
u unstable config-

uration. For B2 we have a (σg2p)
2 state, given by the uncomplete LII atomic subshell, which

corresponds to the 2p atomic orbital (the complete shell would be the 2s22p valence shell
for Boron). Going forwards, we reach the C2 molecule. The C atom has a configuration
[He]2s22p2. The 4 p electrons form two bonding orbitals, σ2gπ

2
u, which are both bonding,

hence giving a stable molecule.

Finally we consider the O2 molecule. Each atom has a configuration [He]2s22p4, which gives
a molecular configuration σ2gπ

4
uπ

2
g . Following the Aufbau rules we know that the unfilled

antibonding πu orbital, must have one electron in the π
?
x and one in the π

?
y (remember that

the star is usually used in literature to indicate an antibonding orbital, in our case the πg
orbital)
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§§ 24.2.1 Valency and Chemical Bonding

It’s interesting to see now what valence electrons and chemical bonds really mean in physics.

Usually, in order to form a bonding molecular orbital we need to form a singlet spin state.

Let’s now imagine what happens when we bring an hydrogen atom close to an helium

atom. Both the electrons in He are in a singlet spin state, and the Hydrogen atom can’t pair

with Helium, since it can’t exchange with neither of the two He electrons, since such bond

would have two electrons in the same state, violating Pauli’s principle. We quickly study

this three electron system. The total wavefunction will be the following Slater determinant

|Φ〉 = N det
3

∣∣∣∣∣∣
|1s〉He |↑〉1 |1s〉He |↓〉 |1s〉H |↑〉1
|1s〉He |↑〉2 |1s〉He |↓〉2 |1s〉H |↑〉2
|1s〉He |↑〉3 |1s〉He |↓〉3 |1s〉H |↑〉3

∣∣∣∣∣∣ (24.25)

With N our normalization constant. Substituting this wavefunction into the Rayleigh-Ritz

variational expression, we have that E(R) = J −K, where J is the following direct integral

J = N2 〈1s|He 〈1s|He 〈1s|H Ĥ |1s〉He |1s〉He |1s〉H

J = N2

ˆ
ψ1s(1)ψ1s(2)φ1s(3)Ĥψ1s(1)ψ1s(2)φ1s(3) d

3r1d
3r2d

3r3

φ1s(i) = 〈ri|1s〉H
ψ1s(i) = 〈ri|1s〉He

(24.26)

And K is the following exchange integral

K = N2

ˆ
ψ1s(1)ψ1s(2)φ1s(3)Ĥψ1s(3)ψ1s(2)φ1s(1) d

3r1d
3r2d

3r3 (24.27)

The only exchange happening from this integral is between the electron 1 and the electron
3, which have the same spin, thus introducing a repulsion, which makes the existence
of a stable HHe molecule impossible. The two electrons in the He atom are said to be
paired, and only unpaired electrons contribute to chemical bonding. Due to this, since

for atoms with closed valence subshells we have only paired valence electrons, they are

said to be chemically inert. A chemical bond forms principally singlet states using unpaired

electrons, forming states with S = 0, with the exception of the O2 molecule, in which the

two electrons in the antibonding πg orbitals are in a relative triplet state, giving O2’s ground

state a relative triplet state.

§ 24.3 Heteronuclear Diatomic Molecules

These methods of forming molecular orbitals can also be applied to heteronuclear molecules,

formed by two different atoms. Since in this case there is no reflection symmetry along the

internuclear axis, orbitals can’t be classified as gerade or ungerade.

In general we will write our molecular orbital as a weighted combination of atomic orbitals

of the atom A and the atom B

|Φ〉 = λ |u〉A + µ |v〉B (24.28)
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A rule of thumb in order to write these molecular orbital comes from the chemical properties

of the two elements, in fact, the more electronegative atom’s atomic orbitals will have

a greater weight, represented in a MO diagram as having a lower energy than the other

atom’s orbitals.

A quick way to grasp these concepts is to dive directly into the examples, in our case these

will be LiH, HCl and NaCl molecules.

§§ 24.3.1 Lithium Hydride LiH

We begin by writing out the valence orbitals of these two compounds. We have that

Lithium has a configuration [He]2s, and Hydrogen has a configuration 1s. The lowest lying
molecular orbital will be the 1σ2 orbital formed by the complete K shell of Lithium, going
higher in energy we find the 2σ orbital, that should be formed by the 1s orbital of Hydrogen
and the 2s orbital of Lithium. Using the variational LCAO method, where as a trial function
we take the superposition of the 2s and 2p orbitals of Lithium, in what is usually called
hybridization, we can then find a lower energy eigenvalue. The new hybrid orbital is called

an sp orbital, and will have a wavefunction of the following kind, if we write the atomic
hydrogenoid orbitals as |nlm〉

|sp〉 = c1 |200〉+ c2 |210〉 (24.29)

This hybridization causes an excess negative charge, which gives a permanent electric dipole

moment.

In other hydrides like BH, NH and HF, this negative charge excess still exists, but with an

opposite sign.

§§ 24.3.2 Hydrogen Chloride HCl

The configuration of Chlorine is [He]3s23p5, with the K and L shells completely filled and
not participating in the chemical bonding.

Since energies of the 3s orbital of Chlorine aren’t similar to the energies of Hydrogen’s
1s orbital, these two do not mix, but the bond will be formed between the 1s orbital of
Hydrogen and the 3p orbital of Chlorine. Only the pz orbital can form a σ orbital, and
therefore the searched bond will be formed by a superposition of the 3pz of Chlorine with
the 1s of Hydrogen.
The weight on the 3pz in this case will be greater than the weight on the 1s, therefore
representing at R→∞ the combination H+ +Cl−, which represents a ionic bond

§§ 24.3.3 Sodium Chloride NaCl

Really good examples of molecules characterized by ionic bonds are compounds of an alkali

atom with a halogen. In this case, the alkalis have a single valence electron outside a closed

shell (X3S1/2), whereas halogens miss only an electron in order to close the last shell.
This configuration makes sure that both atoms end up with a closed shell through bonding,

which happens through a ionic bonding. Considering Sodium Chloride, we have that the
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lowest energy configuration is given by the combination of the ions Na+ +Cl−. At small
distances, this system works like inert gases, and is strongly repulsive.

Empirically, one can then write

Es(R) = Es(∞)− 1

R
+Ae−cR (24.30)

§ 24.4 Triatomic Molecules

§§ 24.4.1 Hybridization

The construction of molecular orbitals for polyatomic molecules works in a similar way as it

does for diatomic molecules.

We begin taking ourmolecular orbital |ψ〉 and expanding it into a basis of Gauss-wavefunctions
or atomic orbitals |φ〉

|ψ〉 =
n∑

i=1

ci |φ〉

The coefficients ci are determined through the Rayleigh-Ritz variational calculus. Due to the
importance of geometry and symmetry groups (see Appendix F), we need this wavefunction

as a basis of an irreducible translation of the molecular point groups.

We begin by searching the minimal potential energy for every wavefunction |ψ〉k, with
electronic state |k〉 for every single nucleus

∇RiVk = 0

As noted before, in case we have different atoms participating in the binding, if the energy

differences given by two different orbitals aren’t too different, we get what’s usually called

hybrid orbital. Since in polyatomic molecules we mostly have heterogeneous systems, we

might get different kinds of orbital hybridizations given by the intermixing of orbitals.

As we have already seen, with s and p orbitals, we can get what’s called a sp orbital, if an s
orbital intermixes with a pz orbital.
It’s not actually the only kind of hybridization that can happen between s and p orbitals, in
fact we have a couple more possibilities.

One of these possibility is the sp2 hybrid orbital, given by the triple mixing of an s orbital
and two px, py orbitals, following the following pattern

∣∣sp2〉 =


1√
3

(
|s〉+

√
2 |px〉

)
1√
3
|s〉 − 1√

6
|px〉+

1√
2
|py〉

1√
3
|s〉 − 1√

6
|px〉 −

1√
2
|p〉y

(24.31)
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Adding up to this mix the orbital pz, we get the sp
3 hybrid orbital, formed as follows

∣∣sp3〉 =



1

2

(
|s〉+

√
3 |pz〉

)
1

2
|s〉+

√
2

3
|px〉 −

1

2
√
3
|pz〉

1

2
|s〉 − 1√

6
|px〉+

1√
2
|py〉 −

1

2
√
3
|pz〉

1

2
|s〉 − 1√

6
|px〉 −

1√
2
|py〉 −

1

2
√
3
|pz〉

(24.32)

There are more kinds of hybridization, and each one of these gives a different kind of

geometry to the molecule, mainly written up on the following table

Hybrid Orbital Geometry

sp, dp Linear

p2, sd Bent

sp2, s2d Trigonal Planar (α = 120◦)
p3 Trigonal Pyramidal

sp3 Tetrahedral

sp3d Bipyramidal

sp3d2 Octahedral

Table 24.2: Different kinds of hybridization and subsequent molecular geometry

§§ 24.4.2 Beryllium Dihydride (BeH2)

Our first real example will be Beryllium Dihydride. This molecule is linear, and considering

that the valence shell of Beryllium is [He]2s2 we have that our complete molecular orbital
can be written as an intermixing of s orbitals of the 3 atoms.
In formulae

|ψ〉BeH2
= c1 |1s〉H + c2 |2s〉Be + c3 |1s〉H (24.33)

This molecular orbital has σ symmetry (it’s not hard to see this, it’s a superposition of s
orbitals). Following the hybridization method of orbitals we can also find 3 more orbitals

|ψ〉i =


|ψ〉1 = |1s〉+ λ |2s〉+ |1s〉
|ψ〉2 = |1s〉+ µ |2pz〉 − |1s〉
|ψ〉3 = |1s〉 − ν |2s〉+ |1s〉
|ψ〉4 = − |1s〉+ ω |2pz〉+ |1s〉

(24.34)

All of these configurations represent the state X1Σg of Beryllium Dihydride.

It’s easy also to verify that this molecule (like all linear molecules) can have either a C∞h

symmetry or a D∞h symmetry
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1s1s

σg

σu

π

σ?g

σ?u

2s

2p

Figure 24.1: The Beryllium Hydride molecular orbital diagram

H Be H

Figure 24.2: The Beryllium Hydride molecule

§§ 24.4.3 Water (H2O)

For water the situation is completely different. The two 1s orbitals of the hydrogen mix with
the 2p orbitals of Oxygen, forming a sp2 hybridization. In this case, we know already that this
molecule has a bent symmetry, and the Hamiltonian will be invariant to all transformations

of the group C2v, due to the planar hybridization with the px, py orbitals of Oxygen.
The two hybrid orbitals will then be the following 2∣∣sp2〉

1
= |1s〉H + λ |2px〉O∣∣sp2〉

2
= |1s〉H + λ |2py〉O

(24.35)

Due to the symmetry of the molecule it’s possible to determine that the angle of separation

of the two Hydrogen atoms is α = 105◦. Note that since this molecule is bent, usual
molecular states do not apply to molecular orbitals, therefore, another notation based on

group theory is used, and we get that the ground state of the water molecule is X1A1 and

the electronic configuration is

2a211b
2
23a

2
11b

2
1
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3p

3s

1s
1s

2a1

1b2

3a1

1b1

2a?1

1b?2

Figure 24.3: The molecular orbital diagram for water (H2O)

Where the first two orbitals, a1, b2 are bonding orbitals.
The new notation for electronic structure of the molecule is given directly by group theory.

This notation takes into account the bending of the molecule, which changes the energies

of the usual σ, π, · · · molecular orbitals. This can be seen by taking a C2v transformation

and applying it to these molecular orbitals. Through this change of coordinates we see that

the p orbitals transform as follows∣∣p′x〉 = 1√
2
(|px〉+ |py〉)∣∣p′y〉 = 1√

2
(|px〉 − |py〉)

(24.36)

Looking closely at this definition, we see that the state |2s〉 and |2px〉 transform into

themselves, thus they have a a1 symmetry, whereas we see that
∣∣2p′y〉 changes sign upon

this C2 rotation, and therefore has a b2 symmetry, and last, the state |2pz〉 changes sign
upon reflection σv, and therefore has b1 symmetry.
Putting this all together we get the previous molecular configuration, which through a simple

direct calculus (evaluating sign changes and symmetries) gives back the X1A1 spectroscopic

term for water.

O

H H

Figure 24.4: The Water molecule
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§§ 24.4.4 Carbon Dioxide (CO2) and Lone Pairs

For this molecule, we have 16 valence electrons, and we can form a bond using the

2s, 2px, 2py, 2pz molecular orbitals of both atomic species.
Since the molecule is linear with an inversion point it is a D∞h molecule, and he only

possible σg atoms are given by the three 2s orbitals of Carbon and the two 2pz orbitals of
the two Oxygen atoms. We choose the internuclear axis as our z axis, and we build our
orbitals as usual through the projection of Λ̂ and λ̂. The hybrid atomic orbitals will then be
a superposition of 2s, 2pz orbitals (Λ = 0, Σ symmetry) and of 2px, 2py orbitals (Λ = 1, Π
symmetry) which give a π bond.
Therefore, the electronic configuration of CO2 will be, using the usual Aufbau rules for

molecular orbitals

(1σg)
2(1σ?u)

2(2σg)
2(2σ?u)

2(1πu)
4(1π?g)

4 (24.37)

The antibonding molecular orbitals do not contribute to the bonding, and therefore lead to

a destabilization of the molecule. These are usually called (in chemistry) as lone pairs, and

are indicated by couples of electrons which do not participate in the bonding.

The bond order of the molecule is given by this simple calculus

Bo =
1

2
(NB −NA) (24.38)

Where NB is the number of bonding electrons and NA is the number of antibonding

electrons.

From this we can immediately see that if the electrons involved in the lone pair had par-

ticipated into the bonding, placing themselves into an antibonding orbital, would have

brought the bond order Bo = 0, which means that there are no bonds in the molecule.
This is clearly not what happens in nature in a standard atmosphere, because we are quite

certain that this molecule exists!

Talking about the bond order again, it is also used in order to determine the number of

bonds of a molecule, i.e. if Bo = 3 it means that this molecule has a triple bond, and so on.

O C O

Figure 24.5: The Carbon Dioxide molecule

§ 24.5 Rayleigh-Ritz Variational Method

It’s useful to check a different approach on the LCAO method, by introducing a variational

form of this approximation.

We start by defining our unnormalized Hamiltonian eigenstate as follows, indicating with

the subscript A the first atom, and with the subscript B the second atom.

|Φ〉 = c1 |ψ〉A + c2 |ψ〉B (24.39)
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Normalizing, and considering, without loss of generality that 〈ψ|ψ〉i = 1 i = A,B, we get
the new normalized eigenstate

|Ψ〉 = 1√
c21 + c22 + 2c1c2 〈ψ|ψ〉AB

(c1 |ψ〉A + c2 |ψ〉B) (24.40)

Inserting this eigenstate in the Rayleigh-Ritz variational equation, we have

E = 〈Ψ| Ĥ |Ψ〉

E =
1

c21 + c22 + 2c1c2 〈ψ|ψ〉AB

(〈ψ|A c1 + 〈ψ|B c2) Ĥ (c1 |ψ〉A + c2 |ψ〉B)

We continue calculating by bringing to the left the normalization factor

E
(
c21 + c22 + 2c1c2 〈ψ|ψ〉AB

)
= c21 〈ψ| Ĥ |ψ〉AA + c22 〈ψ| Ĥ |ψ〉BB + 2c1c2 〈ψ| Ĥ |ψ〉AB

c21E + c2E + 2c1c2E 〈ψ|ψ〉AB − c
2
1 〈ψ| Ĥ |ψ〉AA − c

2
2 〈ψ| Ĥ |ψ〉BB − 2c1c2 〈ψ| Ĥ |ψ〉AB = 0

Now, we impose the condition ∂ci 〈Ψ| Ĥ |Ψ〉 = 0 in order to find the extremal value for the
coefficients, and semplifying the constants and regrouping, we get the following system of

equation

c1

(
〈ψ| Ĥ |ψ〉AA − E

)
+ c2

(
〈ψ| Ĥ |ψ〉AB − E 〈ψ|ψ〉AB

)
= 0

c1

(
〈ψ| Ĥ |ψ〉AB − E 〈ψ|ψ〉AB

)
+ c2

(
〈ψ| Ĥ |ψ〉BB − E

)
= 0

(24.41)

Writing the matrix elements of the Hamiltonian as Hij , with i, j = A,B and the overlap
integral as SAB, we have that the previous system, in the basis of the two coefficients is

represented by the following matrix

Aij =

(
HAA − E HAB − ESAB

HAB − ESAB HBB − E

)
It’s easy to note how this matrix is given by the following matrix equation

〈ψ| Ĥ |ψ〉ij − E 〈ψ|ψ〉ij = Hij − ESij

Hij =

(
〈ψ| Ĥ |ψ〉AA 〈ψ| Ĥ |ψ〉AB

〈ψ| Ĥ |ψ〉AB 〈ψ| Ĥ |ψ〉BB

)
Sij =

(
1 〈ψ|ψ〉AB

〈ψ|ψ〉AB 1

)
This matrix gives the searched solution for det2(Aij) = 0, hence we get the following
second order linear equation on E

(HAA − E) (HBB − E)− (HAB − ESAB)
2 = 0
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Noting that |ψ〉A = |ψ〉B we have that HAA = HBB, and the solution to the equation are

E+(R) =
HAA +HAB

1 + SAB

E−(R) =
HAA −HAB

1− SAB

|c1|2 = |c2|2 −→ c1 = ±c2

(24.42)

Where, expressing the matrix elements of the Hamiltonian in Schrödinger notation, we get

HAA =

ˆ
ψ(rA)Ĥψ(rA) d3rA = J

HAB =

¨
ψ(rA)Ĥψ(rB) d3rAd3rB = K

SAB =

¨
ψ(rA)ψ(rB) d

3rAd
3rB = I

(24.43)

Which are the already known Coulomb integral (J ), Exchange integral (K) and the Overlap
integral (I). The energies therefore represent the bonding-antibonding state couple

§§ 24.5.1 Hückel Theory

Further approximations can be made using this variational method. Commonly one chooses

a minimal LCAO basis (overlap of |1s〉 states) in order to complete the calculations, but
this is not always the best choice. An example are organic molecules and molecules with

weak overlaps of orbitals (like in pi bonds). Therefore, as an example, suppose taking a

planar hydrocarbon. The π bond of carbon can be thought, as for the Rayleigh-Ritz theory
described before, as a linear sum of |pz〉 states.

|π〉 = c1
∣∣p1z〉+ c2

∣∣p2z〉 (24.44)

The energies will therefore be the solution of the following secular equation∣∣∣∣H11 − ES11 H12 − ES12
H21 − ES21 H22 − ES22

∣∣∣∣ = 0 (24.45)

In order to solve this equation, we impose the two main approximation of Hückel theory

1. We assume an orthonormal basis, therefore Sij =
〈
piz

∣∣∣pjz〉 = δij

2. We assume that the pz orbitals interact only with their next closest orbital, therefore
Hij = α if i = j, or Hij = β if the orbitals are adjacent. Otherwise it’s considered to
be zero

The secular equation therefore becomes∣∣∣∣α− E β
β α− E

∣∣∣∣ = (α− E)2 − β2 = 0 (24.46)

Solving for E we get E± = α± β, which gives E+ as our bonding πu orbital and E− as the
antibonding π?g orbital
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§ 24.6 π Electron Systems and Unlocalized Orbitals

From now on we will consider a different class of molecules, where the electronic wave-

function isn’t precisely localized in a certain position, permitting the existence of unlocalized

orbitals. These particular molecules include chains of Carbon atoms, where double and

single bonds alternate and aren’t localized. The electrical polarizability of these molecules is

much larger than the usual molecules with localized bonds. This fenomenon is given by

overlapping p orbitals, i.e. π bonds.

§§ 24.6.1 Butadiene (C4H6)

Transbutadiene is an isomer of Butadiene (molecule with the same composition of Butadiene)

which is planar. It’s formed by a single σ bond between two CH radicals, which are
themselves doubly bonded with two CH2 radicals. In this case there exist 4 π bonds
which are linear combinations of the p orbitals of the Carbon atoms, with the following
wavefunction

|π〉 =
4∑

n=1

cn |2p〉n (24.47)

These 4 cn coefficients can be determined using the Rayleigh-Ritz variational equation,
which corresponds to the eigenvalue problem

|Hij − ESij | = 0

In order to solve easily these equations we impose some approximations

1. Hii = α, with α a parameter

2. Hij = β < 0, i 6= j only for adjacent atoms

3. Sij = δij

These assumptions are the basis of the Hückel method. After some calculations, for Trans-

butadiene, we obtain the following wavefunction for the π bonds

|π1〉 = 0.37 |1〉+ 0.60 |2〉+ 0.60 |3〉+ 0.37 |4〉
|π2〉 = 0.60 |1〉+ 0.37 |2〉 − 0.37 |3〉 − 0.60 |4〉
|π3〉 = 0.60 |1〉 − 0.37 |2〉 − 0.37 |3〉+ 0.60 |4〉
|π4〉 = 0.37 |1〉 − 0.60 |2〉+ 0.60 |3〉 − 0.37 |4〉

(24.48)

The orbital π1 is completely unlocalized over the whole Transbutadiene molecule.
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Figure 24.6: The Transbutadiene Molecule

§§ 24.6.2 Methane and Ethylene(CH4, C2H4)

As a continuation to our examples, we take the Methane molecule, CH4. Carbon bonds

readily in an excited state 1s22s2p3 which is very close in energy, forming, for Methane, an
sp3 hybridization. We can construct the usual 4 combinations for the wavefunction of the
molecular orbitals

|1〉 = |2s〉+ |2px〉+ |2py〉+ |2pz〉
|2〉 = |2s〉+ |2px〉 − |2py〉 − |2pz〉
|3〉 = |2s〉 − |2px〉+ |2py〉 − |2pz〉
|4〉 = |2s〉 − |2px〉 − |2py〉+ |2pz〉

(24.49)

Since all |2pi〉 eigenstates are proportional to the standard euclidean basis, we can immedi-
ately determine that the direction of the maximum are respectively

(1, 1, 1)

(1,−1,−1)
(−1, 1,−1)
(−1,−1, 1)

Calculating the cosine between these directions we obtain a bond angle of 109.6◦, giving
CH4 a tetrahedral structure.

In case of a planar molecule like Ethylene, we can form sp2 hybrids as follows

|1〉 = |2s〉+
√
2 |2px〉

|2〉 = |2s〉+
√

3

2
|py〉 −

√
1

2
|px〉

|3〉 = |2s〉 −
√

3

2
|py〉 −

√
1

2
|2px〉

(24.50)
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Figure 24.7: The Methane and Ethylene molecules

§ 24.7 Cyclic Molecules

§§ 24.7.1 Ideal Homonuclear Trimer

We can begin our treatment of polyatomic molecules by studying a toy problem, as the

homonuclear trimer, i.e. a triangular molecule composed from 3 atoms of the same element.

We begin evaluating the system by immediately finding that there is a C3 axis of symmetry,

passing through the center of the triangle. Having considered this, we already know that

the electronic Hamiltonian and the Ĉ3 operator, which applicates a rotation of
2
π3 radians,

commutes
[
Ĥe, Ĉ3

]
= 0, thus there exists a common diagonalizing base.

We search this base by taking the minimal LCAO base orbitals. In this base, the electronic

Hamiltonian Ĥe has the energy of the single orbitals in the diagonal, and these base kets

diagonalize the Ĉ3 operator.

We have

Ĉ3 |α〉 = cm |α〉 = c1 |1s〉1 + c2 |1s〉2 + c3 |1s〉3

Since these eigenvalues must have norm ‖cm‖ = 1 and must also express a rotation, have
the shape of a complex exponential

ci = e
2imπ

3

Therefore, we can write

Ĉ3 |αm〉 = e
2imπ

3 |αm〉 = |1s〉1 + e
2imπ

3 |1s〉2 + e−
2imπ

3 |1s〉3 , m = 0,±1

Where we ignored general phases.

This base is made from a linear combination of bases of the electronic Hamiltonian Ĥe,

hence we can easily write that diag H(e)
ij = (ε, ε, ε), with ε the single atomic orbital energy,

and the diagonal elements are all the same Hij = −t ∀i 6= j at the same time we can also
say easily that the Schrödinger equation holds

Ĥe |αm〉 = Em |αm〉
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And therefore, applying the Hamiltonian matrix to the matrix representation of this vector

(with normalization), we obtain

Hijα
(m)
j =

1√
3

 ε −t −t
−t ε −t
−t −t ε


 1

e
2imπ

3

e−
2imπ

3

 =

=
1√
3


ε− t

(
e

2imπ
3 + e−

2imπ
3

)
ε− t

(
e

2imπ
3 + e−

4imπ
3

)
ε− t

(
e

4imπ
3 + e−

2imπ
3

)
 =

=
1√
3

[
ε− t

(
e

2imπ
3 + e

2imπ
3

)] 1

e
2imπ

3

e−
2imπ

3

 =

=
1√
3

[
ε− 2t cos

(
2mπ

3

)]
α
(m)
j = Emα

(m)
j

(24.51)

Which are the energies of the three |αm〉 molecular orbitals, where two are degenerate and
shifted upwards from the single orbital by +t and one is shifted downwards of −2t.

ε
ε+ t

ε− 2t

s1, s2 s3

α±1

α0

Figure 24.8: LCAO diagram for the homonuclear trimer

These energy levels though, are «not» optimized. In fact it’s energetically convenient

to distort the molecule from a triangular symmetry to a isosceles symmetry, breaking the

degeneration for the orbitals |α±1〉. This effect is known as Jahn-Teller effect.

§§ 24.7.2 Ideal Polyatomic Ring and the Tight Binding Approximation

After treating the ideal homonuclear trimer it’s possible to generalize the calculations to

a generic ring formed by N atoms. Suppose having a ring of such N atoms with one

valence electron, this ring will be a regular polyhedron with the nuclei at its vertexes. We

must obviously have
[
Ĥ, ĈN

]
= 0 which means that the eigenstates of the Hamiltonians

must also be eigenstates of the rotation operator ĈN with eigenvalue e±2miπ/N with

m = 0,±1, · · · ,±(N/2− 1), N/2 if N mod 2n = 0 with n ∈ N.
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Considering a minimal LCAO basis |1sn〉 = |n〉, all the eigenvectors of Ĥ will be therefore
linear combinations of 1s orbitals of the following kind

|αm〉 =
1√
N

N∑
n=1

e
2imnπ

N |n〉 (24.52)

Note how the state |α0〉 ,
∣∣αN/2

〉
correspond respectively to the normalized sum of the

orbitals (generalization of a bonding orbital) and to the alternated sum of orbitals (general-

ization of an antibonding orbital).

Considering the |n〉 basis as a complete orthonormal system we have that the energies of
the system will be the matrix elements of the Hamiltonian, as follows

εm = 〈αm| Ĥ |αm〉 =
1

N

N∑
n′=1

N∑
n=1

e
2im(n′−n)

N
〈
n′
∣∣ Ĥ |n〉 (24.53)

Calling the diagonal elements of the Hamiltonian as ε and the off diagonal as 〈n± k| Ĥ |n〉 =
−t(k) we can safely suppose that t(k) = 0 for k > 1 since the atomic eigenfunction must
decay exponentially with the distance. This approximation is known as the tight binding

approximation. Calculating the energies as we did for the trimer we get, analogously, the

following expression

εm = ε− 1

N

N−1∑
k=1

N∑
n=1

t(k)
(
e

2kimπ
N + e

2kimπ
N

)
= ε− 2

N−1∑
k=1

t(k) cos

(
2kmπ

N

)
Including the tight binding approximation, the levels become

εm = ε− 2t cos

(
2mπ

N

)
(24.54)

Note how this is a reformulation of the previously discussed Hückel theory.

All the energy levels will lay in the interval [ε− 2t, ε+ 2t) (ε+ 2t included if the number of
atoms is even).

We therefore will have, for the minimum and maximum value of the energies

εm →


ε0 = ε− 2t

εN
2
= ε+ 2t N mod 2n = 0

ε±N−1
2

= ε− 2t cos
(
2π(N−1)

N

)
N mod (2n+ 1) = 0

n ∈ N (24.55)

The minimum will be ε0 and the remaining 2 will be the maximum levels of energy, for even
and uneven N .
Generally, from this property of energy we have that the energy levels will move from the

median value ε by ±2t, defining the band of permitted energies. Note that since we have
to fill these orbitals with electrons (2 per time due to the spin degeneracy and the Pauli

exclusion principle), therefore if the single atoms have only one valence electron, only half

of these N orbitals will be occupied.
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§§ 24.7.3 Benzene (C6H6)

Benzene is a planar molecule, formed by a ring of carbon atoms, for which each one of those

is bonded with a hydrogen atom. This symmetry structure indicates an sp2 hybridization of
the carbon atom’s orbitals.

This molecule has aC6v symmetry which lets us hypothesize immediately an sp
2 hybridization

of the orbitals of the carbon atoms, or more precisely of the orbitals of the Methyl group

CH. Again using the symmetry of the molecule, we can write our eigenfunctions as follows,
noting that there exist 3 combinations possible for a sp2 hybridization

|ψj〉 =
1√
6

6∑
n=1

e
iπn
3

∣∣sp2〉
j

j = 1, 2, 3 (24.56)

We need simply to add to these 3 hybrid orbitals another 2 orbitals participating in the

bonding, which are given by the CH group.
Solving everything, we find that the sp2 hybrids are well localized in the molecule, and
instead the remaining 2pz orbitals, which participate in the bonding, are loosely bound in a
unlocalized π bond.
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Figure 24.9: The Benzene molecule and its resonance of the double π bonds

Another way to treat this organic molecule, is to use its rotational symmetry for C − C
bonds and tight binding for tying everything up. Since there are 6 C atoms we have that
there will be 6 αm orbitals, combination of the basis orbitals. Mathematically

|αm〉 =
1√
6

6∑
n=1

e
2imπ

6 |n〉 (24.57)

Adding up the hydrogens and supposing that only the 2s2p orbitals of carbon will partake
in the bonding, considering also the three previously mentioned sp2 hybrid orbitals, we
will have a grand total of 30 atomic orbitals. Since carbon is tetravalent and hydrogen is

univalent, we will have 4 ∗ 6 + 6 = 30 electrons. Due to the doubly degenerate nature of
molecular orbitals, only the first 15 will be completely occupied, leaving 15 free orbitals.
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It’s not easy to solve easily a 30 × 30 Hamiltonian for such problem, but it’s possible to
greatly reduce the dimensionality of the problem. We have that the interacting orbitals in

this system must be 4 for the carbons and only one for hydrogen.

We identify with α, β the two orbitals of carbon coplanar with the ring, the first in the
clockwise direction and vice versa, with p the perpendicular pz orbital, with γ the orbital
between carbon and hydrogen, and with s the remaining hydrogen orbital.
Using therefore these α, β, γ, p, s orbitals end up, using the previous formula, with the
following general expression for their linear combination

|Cαm〉 =
1√
6

6∑
n=1

e
2imπ

6 |αn〉

|Cβm〉 =
1√
6

6∑
n=1

e
2imπ

6 |βn〉

|Cγm〉 =
1√
6

6∑
n=1

e
2imπ

6 |γn〉

|Cpm〉 =
1√
6

6∑
n=1

e
2imπ

6 |pn〉

|Hsm〉 =
1√
6

6∑
n=1

e
2imπ

6 |sn〉

(24.58)

Approximating with the tight binding model we have that 2 of each of these orbitals are

orthogonal for different m and have 0 Hamiltonian matrix element, imposing these two
constraints

〈I|J〉 = δmm′SIJ(m)

〈I| Ĥ |J〉 = δmm′HIJ(m)
(24.59)

This reduces the complete 30× 30 problem in 6 5× 5 problems.
To this first reduction, we apply the tight binding approximation therefore rendering the

S matrix nonzero only on the diagonal and on the first elements above and below the
diagonal. We apply the same reasoning for the Hamiltonian, giving finally

SIJ =


1 0 0 0 0
0 1 Sαβ 0 0
0 Sβα 1 0 0
0 0 0 1 Sγs
0 0 0 Ssγ 1



HIJ =


εm 0 0 0 0
0 εαβγ −tCCσ 0 0
0 −tCCσ εαβγ 0 0
0 0 0 εαβγ −tCHσ

0 0 0 −tCHσ εs


(24.60)
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Where I, J = p, α, β, γ, s and

εm = εp − 2tppπ cos

(
2mπ

6

)
εαβγ = 〈Cα| Ĥ |Cα〉 = 〈Cβ| Ĥ |Cβ〉 = 〈Cγ| Ĥ |Cγ〉

εs = 〈Hs| Ĥ |Hs〉 − tCCσ = 〈Cα| Ĥ |Cβ〉
−tCHσ = 〈Cγ| Ĥ |Hs〉

(24.61)

Note how the energies for the sigma bonds are localized to either the C − C or C −H
bonds and are localized to one single orbital, while the energy for the pz orbitals of each
carbon are dependent on m and are delocalized over the whole ring.
Ordering the orbital energies and filling up the orbitals using the usual rules we have that

the two hybrid sp2 orbitals σCH , σCC are completely filled, while the delocalized πCC orbital

is filled only in the lower levels with m = 0,±1<++>



25 Introduction to Solid State Physics

§ 25.1 Infinite Linear Chain

The first idea of solid we can imagine is the direct generalization of an ideal cyclic molecule

with N atoms, where N is a pretty big number but not infinite, in general N ∼ 107 − 108.
This regular polygon with so many vertices can be approximated without problems to a

chain long 2πR ' Na where a is the distance between two atoms. Taking a single atom of
the chain as our coordinate origin we see easily that a finite rotation of 2πN−1, for N →∞
is almost indistinguishable from a discrete translation of a along an infinite chain.
From this symmetry we can immediately say, that if we define a translation operator T̂a that

moves this chain, if we write the Hamiltonian of the system as Ĥ, we have that
[
Ĥ, T̂a

]
= 0.

Since we’re generalizing the ideal polyatomic cyclic molecule for N univalent atoms, we

take our usual minimal LCAO basis. We will have |αm〉 orbitals, where m = 0, · · · , N , and
our translation operator on our basis kets will act as follows

T̂a |αm〉 = e
2iπm
N |αm〉 (25.1)

The induced phase, which depends on m, can now be redefined with a new quantum
number, due to the properties of this chain.

We must have, for the electronic wavefunction

ψe−(x) = ψe−(x+ L), L = Na (25.2)

Supposing the electron completely free we have that the wavefunction must be of the form

ψ ∝ eikx. Imposing the previous condition in order to constrain the electron wavefunction
to the chain we must have

Aeikx = Aeik(x+Na)=⇒k =
2πm

Na
, m = 0, · · · , N (25.3)

This is the quantization relation for the chain, which gives us a new quantum number km,
that due to its definition is called the «wavenumber» of the chain, where

km =


2πm

Na
= 0, · · · ,±

(
N − 1

N

)
π

a
N = 2k + 1, k ∈ N

2πm

Na
= 0, · · · ,±π

a
N = 2k

(25.4)

277



CHAPTER 25. INTRODUCTION TO SOLID STATE PHYSICS 278

It’s easy to see from its definition that km ∈ [−π/a, π/a], which is called the «1st Brillouin
zone». It’s also obvious that for N →∞, km → k, where k is a continuous variable defined
in the same Brillouin interval.

With this definition, we will have that applying T̂a on our basis states, we have

T̂a |αk〉 = eikma |αk〉 (25.5)

Where we substituted m→ km, our new quantum (wave)number. As we said before the
Hamiltonian commutes with the translation operator, therefore, since |αk〉 are eigenstates
of T̂a, they must also be eigenstates of the Hamiltonian, such that〈

k
∣∣k′〉 = δkk′

〈k| Ĥ
∣∣k′〉 = εkδkk′

(25.6)

Where |αk〉 = |k〉.
Since basically everything is equal to the case of the N -atomic cyclic molecule, supposing
that |αm〉 = |1s〉m (i.e. |α〉 is a minimal LCAO base for every single atom) we can say,
imposing the tight binding approximation, that

|k〉 = 1√
N

N∑
n=1

eikna |1s〉n

εk = ε0 − 2t cos(ka)

(25.7)

All of this is generalizable to 2 and 3 dimensions, with the definition of a Bravais lattice

Definition 25.1.1 (Bravais Lattice). A Bravais lattice is defined as a set of discrete points

which can be described with a lattice vector R = n1a1 + n2a2 + n3a3, where n1, n2, n3 ∈ Z
and ai are linearly independent basis vectors. Therefore

R = na in 1D

R = n1a1 + n2a2 in 2D

R = n1a1 + n2a2 + n3a3 in 3D

(25.8)

And with the usage of the Bloch theorem, which states

T H E O R E M 25.1 (Bloch Theorem). Given a Hamiltonian with a lattice-periodic poten-

tial V (r) = V (r +R), where R is a lattice vector, the eigenfunctions of the system will be
of the following shape

ψk(r) = eikruk(r) (25.9)

Where uk is a lattice-periodic function. The wavefunction ψk is known as a Bloch wave.

All this summed up, for a 3D lattice, we will have

|k〉 = 1√
N1N2N3

N1∑
n1=1

N2∑
n2=1

N3∑
n3=1

eia(kxn1+kyn2+kzn3) |n1n2n3〉

εk = ε0 − 2t cos(kxa)− 2t cos(kya)− 2t cos(kza)

(25.10)
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§ 25.2 Fermi Level

As seen in Statistical Mechanics, the electrons, being fermions with s = 1/2 must obey the
Fermi-Dirac statistic, where the density of states is some function g(ε). The number of states
will be given by the integral of this probability density function g(ε), remembering that if
dN is the number of states between ε, ε+dε and g is the degeneracy of the levels, we have

ˆ ∞

−∞
g(ε)dε =

N

g

Since for electrons we have a degeneracy of 2, since ms = ±1/2 we can say that in general,
the number of states possible is 2g(ε)dε. It’s obvious that the Fermi-Dirac distribution must
be a Dirac delta for discrete spectra (like the QHO), where

g(ε) =
∑
i

δ(ε− εi)

Where i is a quantum number.
In general, for solids we will search the density of states in a certain energy interval, given

by g(ε)/V where V is either the length, surface or volume (in 1D, 2D or 3D) of the lattice.
Due to the high number of atoms in the crystals we treat it’s common to employ the

following approximation, where we will move everything from the discrete sums to a

continuous integral, where in 3 dimensions, we have

1

V

∑
i

→ 1

(2π)3

ˆ
B
d3k

Where we also approximated km → k, considering it as a continuous quantum number.
Note that B is Brillouin’s first zone.
Using the definition of εk given in (25.10) the integral is solvable in 1D, and therefore, we
get

g(ε) =


1

πa

1√
4t2 − (ε− ε0)

|ε− ε0| < 2t

0 |ε− ε0| > 2t

(25.11)

The Fermi level of a crystal, is defined as the level with energy εF such that the highest
possible state is occupied by fermions at T = 0. For electrons we have, supposing a univalent
crystal with only one basis orbital (a one level system) for N atoms, we have that

Ne−(εF ) = N = 2

ˆ εF

−∞
g(ε)dε (25.12)

Note that the integral must be equal to the number of atoms, since that’s the number of

electrons in the system, since each atom is univalent.

By sheer logic, since each cell of the crystal can be occupied by two electrons, we have that

N/2 cells are occupied and N/2 are unoccupied, therefore at T = 0 K, noting that the
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energy band is symmetric with respect to ε0 (|cos(x)| ≤ 1), we can immediately say that
having the first N/2 cells occupied, it implies that the Fermi level must lay at the center of
the band, giving εF = ε0.
If this is generalized to two or three dimensional lattices, we can define a Fermi surface, i.e.

a surface ΣF defined as follows

ΣF :=
{
k ∈ R3 | εk = εF

}
I.e. it’s the set of all wavevectors k such that εk = ε0.
For a tight-binding Hamiltonian in 3D, where all the atoms are in an univalent lattice, we can

immediately say that since ε0 = εF , the Fermi surface will be the solution of the following
equation

cos(kxa) + cos(kya) + cos(kza) = 0 (25.13)

§ 25.3 Free Electron Approach to Metals

§§ 25.3.1 Drude Theory of Conduction

The idea of conduction theorized by Drude is a completely classical idea.

Suppose having a metal with Z valence electrons and N atoms with charge +Zae. These
electrons move almost freely on the surface of the metal, where their only interaction is

through collisions with the ions.

Supposing these collisions as “conduction collisions” we can write Newton’s equation of

motion for this system

ma = eE =⇒ a = −eE
m

(25.14)

By integrating on t and including 〈v0〉 = 0 by hypothesis, we have that on average, for each
electron

〈ve−〉 =
〈
eE

m
t

〉
=
eE

m
τ (25.15)

Where τ is the “relaxation time” of the metal, i.e. the average time between the collisions
of the electrons.

By definition of current we can see that it will be proportional to the average velocity of the

electrons times the number density of electrons in the metal, therefore, writing Ohm’s law

J = −ne 〈ve−〉 = σE =⇒ σ =
ne2

m
τ (25.16)

Where σ is the conductivity of the metal.
Since the system is completely classical, we have that the electrons will follow a Maxwell-

Boltzmann distribution of velocities, and since 〈E〉 = 3kBT/2 we also have that the electron
speed is tied to the temperature of the metal with the following formula

〈ve−〉 (T ) =
√

3kBT

m
(25.17)
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The mean free path of the electrons on the metal will obviously be given by the formula

λ = |〈ve−〉|τ .

§§ 25.3.2 Sommerfeld Theory of Metals and Conduction

The Sommerfeld theory is basically a quantum approach to Drude’s classical theory.

The first idea behind this is to evaluate the free electrons of the solid inside a box of volume

V = L3. The Schrödinger equation for such system will be

~2

2m
∇2ψ = εkψ

ψ(r + L) = ψ(r)

(25.18)

This equation has a solution a plane wave with normalization V −1/2, and a quantization

of the wavenumber kn = 2πL−1(nx, ny, nz). Note that since we didn’t consider a lattice
structure the electrons are completely free and k isn’t confined to Brillouin’s first zone.
From this we can say that since the particles considered must obey Fermi-Dirac’s statistic,

we have that a T = 0 the density of states will be confined inside a minimal volume VF in k
space it, where

VF =
4

3
πk3F

The Fermi momentum is implicitly defines Fermi’s momentum kF , where

εF =
~2kF
2m

=⇒kF =

√
2m

~2
εF

The density of states will be ρ(k) = 2V/8π3 for electrons (g = 2) and the total number of
states will therefore be

Ns = ρ(k)VF =
V

3π2
k3F

Which, if we write n = Ns/V as the number density of states gives

kF =
3
√
3nπ2 (25.19)

Rearranging everything using (25.19) we end up having the following expressions for the

Fermi energy in terms of the density of electrons

εF (n) =
~2

2m
(3nπ2)

2
3

n(εF ) =
1

3π2

(
2mεF
~2

) 3
2

n(kF ) =
k3F
3π2

(25.20)

Another intrinsic characteristic of the metal is the Fermi temperature TF of such, which is
simply TF = k−1

B εF .
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Using statistical mechanics we can approximate the energy distribution for electrons, and

expanding around εF we get

g(ε) =
4

3

n

εF

√
ε

εF
ε ≥ 0

Inserting this into the Fermi-Dirac distribution we have that

µ ≈ εF −
π2

6

g′(εF )

g(εF )
= εF

[
1− 1

3

(
π

2

T

TF

)]
Indicating that since T/TF << 1 at room temperature, Sommerfeld’s free electron approach
is a good approximation for what happens in a metal, since ε ≈ εF
Suppose now that we want to calculate another property of the metal itself, the specific

heat at constant volume.

Using statistical mechanics again we have that the energy per single electron is given by

E

N
=
u

n
=
u0
n

+
π2

6

2g(εF )

n
(kBT )

2

Where g(εF ) is our well known Fermi-Dirac distribution evaluated at the Fermi energy.
Using the well known formula for calculating the specific heat we get

cV =
∂u

∂T
=
π2

2

(
kBT

εF

)
kBT =

π2

2

(
T

TF

)
nkB

§ 25.4 blah blah

hi this is a test <++>
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26 Scattering and Cross Sections

§ 26.1 A Small Intro to Some Wacky Units

Since in particle physics usually we deal with particular calculations, it’s preferable to avoid

using the SI system of units, and instead pass to what I like to call, the system of «God

given units», where the most common fundamental constants are taken as unitary, i.e.

~ = c = 1.
With this choice is also common to write energy in terms of eV, i.e., using c = 1 and
E = γmc2, we have that

[E] = [m] = eV

Using the dispersion relation we also get

E = p2 +m2=⇒ [p] = eV

Therefore mass, energy andmomentum are all expressed in eV. Using that 1 J = (1.602)−1×
1019 eV we get the conversion value

1 kg = 5.6× 1035 eV (26.1)

In these units we have that the mass of the electron me and the mass of the proton mp are

me = 9.109× 10−31 kg = 0.511 MeV

mp = 1.673× 10−27 kg = 938.3 MeV
(26.2)

The second consequence of taking ~ = c = 1 is that time can also be expressed in terms of
eV. In fact since [~] = Js in the SI system, and ~ = 1 in the GGS1, we have

~ = 1.055× 10−34 Js = 6.583× 10−22 MeVs

Therefore

1 s =
1

~
MeV−1 = 1.519× 1021 MeV−1 (26.3)

1God Given System

285
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Combining both ~c we have [~c] =MeVm, therefore we can think of expressing distances
with this unit. Multiplying the constants we get

~c = 197.35× 10−15 MeVm = 197.35 MeVfm

This implies that

1 fm = 5.608 GeV−1 (26.4)

In these units is also quick to see that

α =
e2

4πε0~c
1

137
(26.5)

§ 26.2 Cross Section

Consider a beam of particles colliding with a target which is long d. The Np particles of the

beam will react with the Nt particles of the target NR times in some time T .

d

Target

Np

Nt

Figure 26.1: Stylization of a beam of particles colliding with a target thick d

Considering the previous data, we can immediately say that the probabilty of interaction

between a beam particle and a target particle in a time T , if the particle density of the
target is nt, is

σ =
1

ntd

NR/T

Np/T
≈ 1

ntd

ṄR

Ṅp

(26.6)

This probability is commonly known as the «cross-section» for the reaction.
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Consider now a beam with cross sectional surface S

St

nt

S

Figure 26.2: Cross section of the beam with

surface S hitting a target with surface St and
particle density nt

Since we have S < St as in figure (26.2)
we have that the target is going to get hit

in a fraction of his surface. Considering

that the target is long d, we have that the
amount of particles that might get hit by

the beam will be

Nt = ntSd =⇒ ntd =
Nt

S
(26.7)

Inserting it back into the formula of the cross section we have

σ =
ṄR

Nt

1

SṄp

(26.8)

Since SṄp gives the amount of particles passing through a cross-sectional surface of the

beam per unit time (i.e., a flux), we can define the flux of particles φp as follows

φp = S
dNp

dt
(26.9)

I.e.

σ =
1

Ntφp

dNR

dt
(26.10)

Noting also that if the particle beam is long L, if its particle density is np we have, if Np is

the total number of beam particles moving with average velocity vp

Np = npvpSdt

And therefore, since Np is fixed

φp =
1

S

dNp

dt
= npvp

Which gives

σ =
1

npvpNt

dNR

dt

And solving for ṄR we have
dNR

dt
= σntd

dNp

dt
(26.11)

Which is the differential equation that gives the number of reactions per unit time. Note

how [σ] = L2, therefore it has units ofm2 in the S.I., in particle physics these units are quite
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uncomfortable since the cross sections evaluated are infinitesimally small, and another unit

is used, the «barn». As follows there are the conversions

1 b = 10−28 m2 (26.12)

For common reactions we have

p + p→ X σpp ≈ 10 mb = 10−30 m2

νe + p→ X σνp ≈ 10 fb = 10−14 b

χ+ p→ X σχp ≈ 10−2 fb = 10−17 b = 10−45 m2

(26.13)

§§ 26.2.1 Crossed Beam Interaction and Luminosity

Consider two beams colliding frontally like they’d do in the LHC, a 27km particle accelerator

ring.

N1 N2

Figure 26.3: Schematization of the two beams colliding at some point inside a particle

collider

The target we’re now considering is a second beam with cross sectional surface S2 =
S1 = S and N2 particles. Rewriting the formulas using Np = N1 and Nt = N2 we get

dNR

dt
= σn2d

dN1

dt
=
σ

S
N2

dN1

dt

Using φ1 = S−1Ṅ1 we simply get

dNR

dt
= σφ1N2 (26.14)

We can define a new quantity, fint, i.e. the «interaction frequency» of the beam, we have
that the flux can be redefined as follows

φ1 =
N1fint
S

(26.15)

And this gives
dNR

dt
= σ

N1N2fint
S

= σL (26.16)

The new quantity L is called the «instantaneous luminosity» of the collider and it has units
of L−2T−1 and is commonly expressed therefore in Hz b−1 or Hz cm−2.

Integrating the previous formula we get the «integrated luminosity» L, measured in b−1

L =

ˆ t1

t0

Ldt
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§§ 26.2.2 Higgs Bosons, Exclusive and Inclusive Cross Sections

Going back to what we said for the luminosity of a detector, for the well known Large

Hadron Collider we have

LLHC ≈ 1034
Hz

cm2
= 100

Hz

b

More specifically, during the years and the various runs it varied. The highest value was

reached with run 3 of the LHC in 2018, where

LLHC = 163 fb−1

This value can be used to estimate the number of events happened for a certain reaction.

Take as an example the creation of Higgs boson

p+ p→ H +X

The number of Higgs produced will be given using the integrated luminosity of LHC in run

3 and the cross section for the creation of H +X particles

NH = LσHX

Here σHX ≈ 10−10 b and
√
s = 13 TeV.

NH = 163 · 10−10bfb−1 = 163 · 105

Therefore, in run 3, between 2015 and 2018 around 16 million Higgs bosons were produced

in the LHC.

It’s important tho to note that there are various ways a Higgs boson can decay, which will

be what is going to be measured at the detector. These decays will be

H → bb

H → γγ

H → ZZ

H →WW

The probability for having one of these decays is known as the «branching factor» BF .
Suppose that now we want to see how many reactions of the kind H → γγ happened in
run 3, then we will have to weigh the total number of Higgs bosons with its branching

factor

Nγγ = NHBFH→γγ (26.17)

Suppose instead that we want to analyze a more complex decay of the Higgs boson

H → ZZ

ZZ →


e+ + e−

µ+ + µ−

τ+ + τ−

(26.18)
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The branching factor for the H → ZZ is BFH→ZZ = 3%, which means that

NZZ = 163 · 105 · 3 · 10−2 = 489 · 103

This is not enough to check how many Higgs have been produced, since only the Z + Z →
e+ + e− reaction is measured, and the total chain reaction we gotta consider becomes

H +Xp+ p

Z± + Z±

e+ + e−
e+ + e−

Therefore, the real number of measured Higgs bosons N?
H will be

N?
H = σHLBFZZBF

2
Zee = 163 · 105 · 9 · 10−4 ≈ 432

I.e., if the LHC’s CMS detector was a perfect detector we would have measured at most

432 Higgs bosons in the 4 full years of the third run.

A major problem now comes into play. What if I don’t know the cross section for the reaction

σHX?. In general we have that the number of particles is given by the number of counts of

the detector, the integrated luminosity is measured directly, and the branching factors can

be either measured or determined theoretically. Therefore, simply inverting and adding a

factor ε determining the efficiency of the detector, which accounts for imperfections in its
surface, we have

σHX =
NH

LBFHZZBF 2
Zee

1

ε

This is not enough for a proper determination of values, since in the LHC there are various

reactions that get measured. We have that for each reaction with cross section σi, the total
cross section of the p+ p→ X reaction is

σppX =

n∑
i=1

σi (26.19)

The cross sections on the right are known as «exclusive cross sections» and the one on the

left is the «total cross section» for the measured event.

Note that in searching for the Higgs boson, we actually want to measure the photons from

pair annihilation of the two electrons of the previous reaction, since their energies will peak

around mHc
2, giving the complete reaction

H +Xp+ p

Z± + Z±

e+ + e−
e+ + e−

γ + γ

γ + γ
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Generally we’re seeing the decay of a state |pp〉 into a state |e+e−e+e−〉, passing through
a Z± state. Using SR we have

Pµ
Z1

= pµ
e+1

+ pµ
e−1

Pµ
Z2

= pµ
e+2

+ pµ
e−2

(26.20)

The 4 moment of the 4 electrons is measured, and using the well known formula for the

invariant mass we have that

mZZ =

√
Pµ
(1)P

(2)
µ

Which, also gives the energies of the emitted photons in the center of mass of the decay.

Measuring various combinations of such at LHC in 2012, finally a peak in counts of reactions

at around E?
γγ ≈ 125 GeV was measured, which corresponds to the measured mass of this

famous boson.

§§ 26.2.3 Mean Free Path

Starting again for the usual and now well known relation for giving the number of reactions

per unit time for some beam of particles hitting a target long l, we can imagine to generalize
everything to differential lengths l→ dx, giving us

dNR

dt
= σnt

dNp

dt
dx

The interaction probability will be

Pint =
ṄR

Ṅp

= σntdx = σ
Nt

S

Define now an «absorption coefficient» µ. This coefficient indicates the amount of particles
of the beam that get “absorbed” by the target per unit length. Using some reasoning with

the previous formulae we must have that it must depend linearly to the linear density of

particles of the target nt, and therefore

µ = σnt (26.21)

We have now that the pdf for the interaction energy is

Pint = µdx (26.22)

This, must also be proportional to the derivative of the flux, since the flux must lower by

some quantity while passing through the target. Finally we have

dφp
dx

= −Pintφp = −µφpdx (26.23)

Solving the ODE we get

φp(x) = φ0e
−µx (26.24)
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Noting that µ has units of L−1 we can imagine to define a length λ as the inverse of this
attenuation factor, known as the «mean free path» of the particle.

The main utility of this length is that it can be used to determine the interaction cross section

experimentally. In fact, imagine sending a flux of particles throughN targets with increasing

lengths di as in the next figure

φ0

d1

φ1

d2

φ2

dN

Figure 26.4: Example sketch of the experiment

Since φ ∝ e−µx we could use an exponential fit to find µ. Using µ = σnt it’s possible to
estimate σ if the properties of the target element are known

§ 26.3 Differential Cross Section

Consider now a realistic approach for the collision of a beam of particles with a target. In

this realistic approach the detectors will occupy part of the space around the target, and

therefore there will be some preferred angles in order to detect properly the particle.

This final angle depends on the flight angle of the scattered particle.

Np

T x

y

b1

b2

θ2

θ1

Figure 26.5: Sketch of the scattering process in study

In the previous figure it’s possible to see the sketch of this kind of scattering. The two

parameters b1, b2 are known as the «impact parameters» of the two particles, while the
two angles θ1, θ2 are the «flight angles» of the two particles.
In general, it’s not hard to believe that this flight angle will depend on the impact parameter

b which is the vertical distance between the target and the unperturbed particle path’s y
height.

From this supposition we can immediately say{
g(b) = θ

f(θ) = b
=⇒db ∝ dθ
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Imagining a toroidal detector around the target we can transform this reasoning into 3D,

where dθ → dΩ = sin θdθdϕ. In this case, noting that bdb = sin θdθ we get a new
«differential cross-section» dσ

dσ = bdbdθ (26.25)

Manipulating this a bit we get

dσ =
dσ

dΩ
dΩ =

dσ

dΩ
|sin θdθdϕ| = bdbdϕ

Or, rearranging everything
dσ

dΩ
=

b

|sin θ|

∣∣∣∣dbdθ
∣∣∣∣ (26.26)

Where the absolute value comes from σ > 0.

Example 26.3.1 (An Easy Example of Differential Cross-Section). As an example it’s really

exemplar finding the differential cross section for a particle hitting a rigid sphere with radius

R.

R

θ

2α

b

α

Figure 26.6: Quick sketch of the particle beam colliding with the cited sphere

This rigid sphere can be imagined as a potential wall in 3D spherical coordinates, where,

simply

U(R) =

{
0 r > R

∞ r < R

It’s obvious from the picture also that:{
b = R sinα

2α+ θ = π
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Solving the second equations for α(θ) we get that

α =
π − θ
2

And therefore

sin (α) = cos

(
θ

2

)
=⇒b = R cos

(
θ

2

)
Deriving b with respect to θ and getting its absolute value we get∣∣∣∣dbdθ

∣∣∣∣ = R

2

∣∣∣∣sin(θ2
)∣∣∣∣

And, simply substituting everything into (26.26) we get

dσ

dΩ
=

R2

2|sin θ|
cos

(
θ

2

)
sin

(
θ

2

)
=
R2

4

Having now a simple differential equation for σ we have finally

σ =
R2

4

ˆ
4π

dΩ = πR2

Which means that, if the beam has cross sectional surface S, the probability of interaction
of the beam with the sphere is

Pint =
πR2

S

This is in complete accord with the impulsive idea that the interaction probability in this case

will be given from the exposed surface of the sphere divided by the surface of the beam,

giving without problems a function of reactions in terms of cross-sectional surface of the

beam

NR(S) =
σ

S
=
πR2

S

Having said all of this one might rightfully ask how would someone measure the

differential cross section.

Start with hitting the target in question with a beam of particles with known flux, then the

number of counts per unit time will be the usual well known formula

dNR

dt
= σntd

dNp

dt

Substituting inside this the differential quantities we have

dNR

dt
= ntd

dσ

dΩ

dNp

dt
dΩ
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Expressing ntd in terms of differential surface we can say immediately that

nt
S

dNp

dt
dS = φp(x)Nt

Which gives
dNR

dt
= φp(x)Nt

dσ

dΩ
dΩ

Since every term on the right is known and the number of counts per unit time is measured

by the detector we can solve for the differential cross section, getting

dσ

dΩ
=

1

φp(x)Nt

dNR

dt

1

dΩ
(26.27)
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27 Nuclear Physics

§ 27.1 First Discoveries

At the end of the ’800s we managed to discover radioactivity, and it was divided as follows

• X rays, discovered by Röntgen in 1895

• Natural radioactivity observed in phosphorescent materials as 238U salts, of which

– α rays

– β rays

– γ rays

The firsts, X-rays, were known for passing easily through matter and leave traces in photo-

graphic tables, they’re now known as high energy photons

The last, natural radiation in the shape of α, β and γ radiation are now today known as
emission of particular particles by atomic nuclei

1. γ rays, today known as photons for which E > EX

2. β rays, today known as electrons and their antimatter counterpart, the positron

3. α rays, now known as Helium nuclei, which are emitted only from heavy nuclei

§§ 27.1.1 Thompson and the Discovery of the Electron

One of the first experiments was conducted by Thompson, Milliken et. al which studied the

nature of β particles using a CRT as in picture

297
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C A

VC << VA

Figure 27.1: An example of a CRT’s functioning, the cathode C and the anode A are
enclosed in a glass tube

The Thompson-Milliken experiment goes as follows: Filling the CRT tube with different

gases it’s possible to measure events in function of the kind of gas, its pressure, the potential

difference VA − VC and obviously in function of the material used to produce the cathode.
The observations that the scientists reported were

• A green luminescence close to the anodes

• Electric shocks present also with small ∆V

• The electrical screening between the anode and cathode grows with ∆V

• All these effects are independent from the presence of a magnetic field B

They ended up with an hypothesis: CRT rays must be charged particles.

Thompson went forward proving this setting a new experiment, set up as in the following

picture

A

A

E

vx

S

L ∆x

ys

C

Figure 27.2: Scheme of the Thompson experiment. The electrons emitted from the cathode

C travel through a cylindrical capacitor long L at a constant velocity vx. Interacting with
the electric field the path of the radiation variates and this variation is measured in a screen

S at the end

In this experiment, we have VA >> VC and therefore the electrons are accelerated from
C to A, from which continue traveling with constant velocity vx. The y component of the
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velocity gets perturbed by an electrostatic force, which gives us, inside the cylinderax = 0

ay =
q

m
E

(27.1)

Which implies x(t) = vxt

y(t) =
q

2m
Et2

Since the capacitor is long L we have that when exiting the capacitor at a time tL = L/vx
the particle will be at the following y position with vy velocity

y(tL) =
q

2m

EL2

v2x

vy(tL) =
q

m

EL

vx

The final measured y position on the screen, ys will be given by an easy computation

ys = y(tL) + vy(tL)
∆x

vx

Where ∆x is the horizontal distance between the end of the capacitor and the screen.
We get therefore

ys =
qE

2m

L2

v2x
+
qE

m

L∆x

v2x
=
qE

m

L

v2x

(
L

2
+ ∆x

)
(27.2)

The problem with this equation is that vx is unknown and therefore it’s not possible to find
q/m.
Accounting for an orthogonal magnetic field B and applying the Lorentz force it’s possible
to find that

vx =
E

B

And therefore
q

m
=

ys

L
(
L
2 +∆x

) E
B

(27.3)

This is a property of the projectile since it’s invariant with the gas and the components of

the anodes, and Nobel in 1906 calculated

q

m
= 1.76 · 1011 C/kg

A subsequent experiment by Milliken et al. in 1923 used a falling drop of oil in order to

calculate the charge of this new particle. The setup of the experiment was as follows
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r

g

v

Figure 27.3: Experimental setup of the falling droplet of oil

This experiment used a falling drop of oil. The mass of the drop is quickly calculated

assuming a spherical drop

mp =
4π

3
r3ρoil

Using hydrodynamics the drag force’s modulus is quickly calculated accounting for the

viscosity η as follows
Fd = −6πηrv0

Where v0 is experimentally measured as the terminal velocity of the droplet. The classical
equilibrium is reached when the weight of the droplet is balanced by the hydrodynamic

drag
4π

3
πr3ρoilg = 6πrv0

Solving for r we get a measurable formula for the radius of the droplet, i.e.

r = 3

√
ηv0

2ρoilg
(27.4)

Applying now an electric field opposite to the motion of the droplet we get a new terminal

velocity v1 which can be experimentally measured, gives a relation between the known
measured variables and the charge, as follows

qE = 2πr

(
2r2

3
ρoilg − 3ηv1

)
Substituting for r and with some algebra we get

qE = 18ηπ

√
ηv0

2ρoilg
(v0 − v1)

Since E is known and the variation in terminal velocities of the droplet is directly measured
we get that the charge of this new particle is

q =
18ηπ

E

√
ηv0

2ρoilg
∆v = 1.59 · 10−19 C (27.5)

The final value reached from Milliken is so precise that its relative error is in the 1% from
the modern known value.
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Mixing the result of these two experiment it’s possible to evaluate the mass of these beta

particles, which gives

mβ = 0.911 · 10−30 Kg ≈ 511 KeV (27.6)

This beta particle is now a well known fundamental particle that we treated already in depth

in the previous chapters, which is the electron.

§§ 27.1.2 Discovery of the Nucleus

After the discovery of the electron and its properties with β radiation, Rutherford et al.
proceeded with a new experiment trying to discern the physics behind α particles. It was
known that for some atom, with A big enough, we can have a radioactive decay through
the emission of an α particle, in the following reaction

A
ZN → A′

Z′M + α (27.7)

Note that today it’s known that α = 4
2He, mα = 3.7 GeV and A′ = A− 4, Z ′ = Z − 2.

These α particles emitted naturally by these heavy nuclei have a center of mass energy of
around 5 MeV. Using special relativity we know that they aren’t relativistic, in fact we have

Ecm = Eα −mα = (γ − 1)mα=⇒γ ≈ 2.35 · 10−3

Rutherford’s experiment was initially in order to determine which of the nuclear models

was true. At the time there were two main contending ideas, one being Thompson’s idea,

where the electrons q < 0 were situated inside this nucleus with qn > 0 and the total atom
was neutral (the so called Pancake nucleus) whereas Rutherford supposed of an atom with

the positive charges all in the center and electrons orbited these positive charges, rendering

in general the atom neutral.

This experiment is extremely similar to the setup (26.5), where the target is our nucleus with

q > 0.
The experimental setup that Rutherford et al. used consisted of a radioactive α emitter
bar targeting these particles to a foil of gold 79Au which is surrounded by a 150◦ spherical
detector, which would measure the differences in the deflection angles.

The source chosen was Radium Bromide, RaBr2, an alpha emitter radioactive compound.
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RaBr2 α
Au

Figure 27.4: The setup was as follows, the radioactive source was placed at some distance

from a gold plate at the center of a semi-spherical detector, which would then be used to

determine the deviation angles of the deflected α particles

The main scope of the experiment was to measure the numbers of reaction with respect

to the deviation angle.

This can be done by firstly finding the differential cross section. The experimental setup

makes it much easier since the spherical symmetry of the system easies the calculation.

Since the angular momentum of the particles and energy is conserved we can begin by

writing the Lagrangian of the system

Lα =
mα

2

(
ṙ2 + r2ϕ̇2

)
− U(r) (27.8)

Thanks to the spherical symmetry we have that ϕ̇ is cyclical and its momentum will be
conserved, i.e.

pϕ = mr2ϕ̇ = L

And the energy of the system is

E = pq̇ − Lα =
1

2
mαṙ

2 +
1

2
mαr

2ϕ̇2 + U(r)

Substituting the cyclical coordinate with the conserved quantity L we have

E =
1

2
mṙ2 +

L2

2mr2
+ U(r) = T (ṙ) + Ueff (r) (27.9)

Where Ueff (r) is an effective potential that includes the centrifugal potential.
Solving for ṙ we get thanks to the conservation of energy the following differential equation

dr

dt
=

√
2

mα

√
E − L2

2mr2
− U(r)
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In order to evaluate in terms of the deflection angle, using pϕ we can substitute dt with dϕ,
using the straightforward substitution

dϕ =
L

mαr2
dt

Which gives

dϕ =
L

mαr2

√
2mα

√
(E − U(r))− L2

r2

dr

It’s now useful to pass everything to the impact parameters for the α particle.
The conservation of energy permits us to write without problems that

pi = mαv∞

E∞ = E0 =
1

2
mαv

2
∞

L = ‖r∞ ∧ p∞‖ = bmαv∞

(27.10)

Where r∞ is the distance of the particle from the nucleus of gold, v∞ is the velocity “at

infinity”, i.e. the velocity of the non-interacting particle, and b is the already known impact
parameter.

Substituting into the differential of ϕ we have that

2mα

(
1

2
mαv

2
∞ − U(r)−

b2m2v2∞
r2

)
= m2

αv
2
∞

(
1− U(r)

E∞
− b2

r2

)
Substituting it back and integrating we have

ϕ(r) =

ˆ ∞

rmin

b

r
√
1− U(r)

E∞
− b2

r2

dr

The potential is the usual Coulomb potential, which in natural units is

U(r) = αZpZn

r
=
A

r

Substituting it back into the integral we get a solvable integral

ϕ(r) =
rmin

∞
b

r
√

1− A
E∞r −

b2

r2

dr = arccos

 A
2E∞b√

1 +
(

A2

2E∞b

)
 (27.11)

Writing B = A/2E∞b lets us invert the function in terms of the impact parameter, giving
us

b(ϕ) =
A

2E∞
tan (ϕ) (27.12)
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It’s quick to see that ϕ = π/2− θ/2, therefore

b(θ) =
A

2E∞
cot

(
θ

2

)
(27.13)

Deriving with respect to θ and inserting it into the equation for the differential cross section
we get

dσ

dΩ
=
α2Z2

pZ
2
n

16E2
∞

csc4
(
θ

2

)
(27.14)

Rutherford confirmed this cross section, and went forward estimating the value of rmin.

Using E∞ = Eα = 5 MeV and the conservation of energy we have

U(rmin) =
αZpZn

rmin
=

1

2
mαv

2
∞ = 5 MeV

I.e.

rmin =
αZpZn

5
MeV−1 = 0.23 MeV−1

Converting into more usual units we have that rmin = 46 fm, which from the experiment it
was confirmed that rmin < 30 fm.

§§ 27.1.3 Discovery of the Proton and of the Neutron

Again from Rutherford et al. in 1918, still using α radiation, the proton was discovered.
Consider the following nuclear reaction

α+ 14
7 N → 17

8 O +X

This reaction included an artificial nuclear transmutation and the emission of an unknown

particle X on which a spectrography was executed and the measured q/m was compatible

with H+ . This particle was called the proton, with symbol p. The reaction was now
completed

α+ 14
7 N → 17

8 O + p

Continuing on this path, Chadwick et al. studied another reaction, for which an unknown

neutral particle was discovered. The reaction is

α+ 9
4Be → 12

6 C +X

The creation of this particle was observed also with 9
4Li and

9
4B This particle is heavily

piercing, and therefore two main hypotheses were considered

1. The particle is a photon

2. It’s a new heavy neutral particle
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The idea for evaluating which is true was to consider the scattering with a proton from

which to measure the impulse of p and therefore evaluate the mass of this unknown particle.
The measured impulse of the proton after the scattering event had velocities β ≈ 0.1 and
therefore can be considered weakly relativistic.

Curie et al. went forward proposing the idea that the X particle was a photon with an

energy of around 50 MeV, which tho contradicted previous experiments for which the

energy of such photon would have been of the order of one MeV.

Chadwick et al. finally concluded that this was a new neutral massive particle, for which

mn ≈ mp±10%. This particle was called the neutron, and is between the early fundamental
blocks of nuclear physics together with p, e− and α particles.

§§ 27.1.4 Modern Considerations and Experiments

In our modern understanding of nuclear physics we know 7 main properties of atomic nuclei

• Mass A

• Charge Z, number of protons

• Number of neutrons N = A− Z

• Nuclear spin

• Magnetic moment µ

• Electric moments and quadrupole moments ′m

• Isospin

All the chemical properties are tied to the charge of the nucleus Z and therefore compose
the periodic table.

With these properties one can use the two main ones, A,Z in order to build a couple and
from there identify a nucleus. In general, a nuclear object with mass and charge (A,Z) will
be called a «nuclide».

An «isotope» is a nuclide of some determined element (A′, Z) for which although the mass
is different, the charge is the same. Vice-versa one can define «isobars», or a nuclide of

some determined element (A,Z ′) for which charge is different but the mass is the same.
The properties of a nucleus can be found out with different experiments.

Starting for mass one can repeat the Thompson experiment using a mass spectrometer,

while for charge one can use an X ray spectroscopy of the internal electron shells of the

atom. Other experiments include tests for finding the radius of a nuclide, repeating the

Chadwick-Rutherford experiment with either highly energetic electrons in order to have a

smaller resolution, or using µ-mesic studies of the atom with muons instead of electrons,
which all give finer details on the nucleus.

The final conclusion from all the various experiments are that

• The matter distribution is proportional to the charge distribution, i.e. A ∝ Z
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• The nucleus is in good approximation a sphere, for which R ≈ R0
3
√
A with R0 = 1.1

fm

• The volume enclosed in a nucleus is proportional to the mass of such, i.e. Vn ∝ A

§ 27.2 Nuclear Binding Energy

§§ 27.2.1 Stability and Radioactivity

Suppose having some nuclide (A,Z) with unknown mass. In general, we can say without
doubt that the total mass of the nuclide will be smaller than the sum of the masses of the

components.

M(A,Z) < Zmp + (A− Z)mn

This is immediately obvious in a relativistic context, in fact we’re not yet accounting for the

binding energy of the nucleons, which is for sure negative, and together with that, we’re

not accounting for the electronic binding energy.

With some simple calculations and noting that obviously the binding energy of the electrons

can be neglected, we have that the binding energy B of such nucleon will be

B(A,Z) = Zmp + (A− Z)mn −M(A,Z) (27.15)

The experimental determination of this value can be made via a spectrometer for some

stable nucleus, and using nuclear reactions for unstable radioactive nuclei.

The shape of the binding energy function for nuclei, must include a stable region of nuclides

for A ≈ 60. This corresponds to the fact that Fe is the most stable nuclide, which is well
known from astrophysical processes in stars.

In general we have that for

• A ≥ 30, B
A ≈ 8 MeV

• A = 60, B
A ≈ 8.5 MeV

• A > 60, B
A → 7.5 MeV

But,what is precisely B/A? Quantum mechanically nuclides are bound states of neutrons
and protons, that behave exactly as a quantum bound state would.

The main caveat of this is that since the nuclei are quite energetic, all excited states emit

high energy photons. This is the proper origin of gamma radiation.

Take some nuclide in some excited state |E?〉. This state is unstable and will decay towards
a |E〉 ground state.
Suppose that the level corresponding to |E?〉 is as in the following diagram
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|E?〉

|E〉+ 3γ

γ

γ

γ

Figure 27.5: Level diagram for a gamma emission from a nuclide

The half-life of an excited nuclear state can be 10−17s . τ?1/2 . 102y. In general the

gamma decay has an exponential nature. Given some nuclide A
ZX we have

N
(
A
ZX

?
)
= N0e

− t
τ

The half life will then be half e-folding time of the previous equation.

It’s important to note that not all ground states of nuclides are stable, in fact there exist

various radionuclides, or naturally radioactive elements, like 3
1H, also known as Tritium,

238
92 U, etc.
Due to the composition of nuclei, made with Z positive charges and A−Z neutral particles,
it’s already obvious that electromagnetism doesn’t explain their existence, therefore we

must account for a new force that we now call the «strong force».

Going back to stable and unstable nuclei that, if Zs is the stable charge value and N is the

number of neutrons we already can determine two possible radioactive decays.

1. Nuclei with N > Zs. In these nuclei a neutron decays into a proton via β
− decay,

with the following reaction

A
ZXN → A

Z+1YN−1 + e− + νe (27.16)

2. Nuclei with N < Zs. In these nuclei a proton decays into a neutro via β
+ decay.

A
ZXN → A

Z−1YN+1 + e+ + νe (27.17)

3. Another possibility is the inverse-β process, also known as electron capture, which is
not a decay.

A
ZXN + e− → A

Z−1YN−1 + νe (27.18)

Another radioactive process, together with γ and β radiation, which a nucleus can use to
reach stability, is α decay. This type of decay happens usually for A & 180 and is typical
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for A > 200 nuclides. This process corresponds to the emission of a 4
2He nucleus, as in the

following reaction
A
ZXN → A−4

Z−2YN−2 +
4
2He2 (27.19)

An example would be the decay of 23892 U as in

238
92 U → 234

90 Th + 4
2He

In general we have that Eα ≈ 4.2 Mev.

§§ 27.2.2 Binding Energy and Nuclear Structure

For calculating the binding energy of a nucleus we need to account for various correlation

factors

• Strong interactions

• Electromagnetic interactions

• Quantum mechanical effects

The last ones are directly tied to the Heisenberg indetermination principle and Pauli’s

exclusion principle, due to the nucleons being s = 1/2 particles.
The indetermination principle makes sure that these nucleons can’t be still in one point

and therefore are freely moving inside a spherical potential barrier that corresponds to the

nuclear boundary.

Supposing T > 0 we have that Ek >> kBT 6= 0. This energy is deeply tied to the Fermi
energy of the ensemble, and we can say that the potential barrier is

U = εF +
B

A

For studying the effect on nucleons we directly delve into a quantum mechanical study of a

spherical well.

Solving the Schrödinger equation we get, in natural units

ψ(x) = A sin(px)

Imposing the boundary conditions at the center and border of the well we get in 3 dimensions

that the permitted values of momentum for a nucleon are

px =
πnx
L

py =
πny
L

pz =
πnz
L

(27.20)

Inserting into the energy of a free particle (i.e., inside the barrier), we have

En =
π2

2mL2
n2 (27.21)
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In order to find the Fermi energy of the system we must know how many states for a given

value of momentum or energy.

Taking a spherical slice of phase space, we have that for p ∈ [p+dp] there will be dn states,
which accounting for the spherical symmetry of the system give

dn =
1

8

4πp2dp

π3/L3
=

V

(2π)3
4πp2dp (27.22)

Dividing both sides by dp we get that

dn

dp
∝ p2

Which implies that the derivative of the particle number in the infinitesimal shell with respect

to the energy is actually an energy density

dn

dE
= ρ(E) ∝

√
E

Integrating this energy density we must have, since the particles areA fermions with s = 1/2
and gs = 2

n = A = g

ˆ εF

0
dn

Dividing for electrons and protons we have

np = Z =

ˆ εpF

0
dnp

nn = A− Z =

ˆ εnF

0
dnn

For which, integrating, we have

Z =
2V

(2π)2

ˆ ppF

0
4πp2dp =

2V

(2π)3
4πp3F
3

(27.23)

Using R = R0A
1/3 we have

Z =
4

9
πp3FAR

3
0

Which implies

pF,p =
1

R0

3

√
9Z

4πA
(27.24)

And for neutrons, substituting with np = A− Z

pF,n =
1

R0

3

√
9(A− Z)

4πA
(27.25)
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Inserting into E = p2/2m we get that the Fermi energy of the nucleus will be

εF =
p2F
2m
≈ 30 MeV (27.26)

The average kinetic energy will then be the integral of the energy density with respect to

the number of particles divided by the number of particles A

〈K〉 = 2

A

(ˆ pFp

0

p2

2mp
dnp +

ˆ pFn

0

p2

2mn
dnn

)
(27.27)

Using

dn =
2V

(2π)3
4πp2dp

We get the following integral

〈K〉 = 4πV

A(2π)3

(
1

mp

ˆ pF,p

0
p4dp+

1

mn

ˆ pF,n

0
p4dp

)
(27.28)

The integral is of direct solution, giving us

〈K〉 = V

2π2A

(
p5F,p
5mp

+
p5F,n
5mn

)
=

4R3
0

3π

(
p5F,p
10mp

+
p5F,n
10mn

)
(27.29)

Where note that we used V = (4/3)πAR3
0

Substituting what we found for the Fermi momentums of neutrons and protons and using

mn ' mp = m ≈ 1 GeV we get

〈K〉 = 2

15mπR2
0

(
9

4π

) 5
3

[(
Z

A

) 5
3

+

(
A− Z
A

) 5
3

]
(27.30)

The last equation can be expanded with power series into the following approximate result

〈K〉 ≈ k

(
A+

5 (A− 2Z)2

9A

)
(27.31)

§§ 27.2.3 Nuclear Drop Model

In order to setup all the possible correlations to the binding energy of a nucleus it’s possible

to rewrite the binding energy formula including everything.

All these possible contributors include

1. A volume term

2. An electromagnetic interaction term
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3. A surface term

4. Semiclassical electromagnetic corrections

5. Kinetic corrections

This model of the nucleus used is known as the «liquid drop model» of the nucleus and

gives us a semi-empirical formula for finding the binding energy of the nucleus.

Starting from the volume term, we have that V ∝ A, therefore our first term will be

BV = aVA

For the electromagnetic interaction term, considering that UEM ' 2−1A(A− 1) we have

BC = aCA
2

The third term, the surface term, considers a loss of energy on the surface of the nucleus,

and noting that S ∝ A2/3 we have

BS = aSA
2
3

The fourth term is slightly more complex. Consider a charged classical sphere with charge

Z and radius R = R0A
1/3. The (constant) charge density inside the volume will be

ρ =
Ze

V

This implies that the electromagnetic energy will be

EEM =

ˆ
ρV (r)d3r ∝ R5

Calculating properly the integral we have

EEM =
Z2e2

15

9

(4π)2R0A
1
3

I.e. this energetic corrections gives us EEM ∝ Z2A−1/3, giving us our electromagnetic

correction term

BEM = −aEMZ
2A− 1

3

The final term comes directly from the formula (27.31), which immediately gives the follow-

ing correction term

BF = −aF
(A− 2Z)2

A

Adding all contributions we get the «Bethe-Weiszacker formula», a semi-empirical formula

for evaluating the nuclear binding energies of nucleons (A,Z)

B(A,Z) = aVA− aSA
2
3 − aEMZ

2A− 1
3 − aF

(A− 2Z)2

A
(27.32)
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The constants are found through fitting from experimental results, and have the following

approximate values.

aV ≈ 16 MeV

aS ≈ 18 MeV

aEM ≈ 0.7 MeV

aF =≈ 93 MeV

The formula tho, is systematically different from the experimental results, noting that a full

term accounting for spin is missing. This term will be either positive or negative depending

on the values of A and Z. In general

δ =


+δ A,Z,A− Z even
0 A uneven

−δ A even, Z,A− Z uneven

The principal characteristics for this formula is that for isobars it follows a parabolic path

B(A,Z)→ B(Z,Z2)

Using the mass formula

M(A,Z) = Zmp + (A− Z)mn −B(Z,Z2)

We can now calculate the maximum of the mass function, in order to find that the minimum

Z with A constant for the mass is

Zmin '
A

2

1

1 + 0.0076A2/3
(27.33)

Connecting this to our previous relationship between Z and β decays we have that

• Z < Zmin implies a β
−−active radionuclide

A
ZX → A

Z+1Y + e− + νe

• Z > Zmin implies a β
+−active radionuclide

A
ZX → A

Z−1Y + e+ + νe



27.3. ALPHA DECAY 313

§ 27.3 Alpha Decay

The alpha decay of nucleus is a radioactive process that happens for A > 200, for which
Eα ≈ 5 MeV.
The reaction is a two body decay

A
ZX → A−4

Z−2Y + α

The decay half-life of an α-active nucleus is a strong function of the kinetic energy of
the particle Kα ≈ 5 MeV. We have empirically that this half-life can be evaluated via the
«Geiger-Nuttall law»

log τ1/2 = a− b log
√
Kα (27.34)

Since Kα can go from 4 MeV to extremely large values τ1/2 can also change by various
orders of magnitude.

Let’s evaluate the kinematics of this decay in the center of mass of AZX. For the conservation
of 4-momentum we get

(MX , 0) =
(
MY +mα +Kα +KY , pα + p

Y

)
From this we immediately get pY = pα = 0 and that

Q =MX −MY −mα = Kα +KY =
p2

2mα

(
1 +

mα

MY

)
Noting thatMY >> mα since we’re considering nuclei with A ' 200 we can approximate
and then write an expression for Kα

Kα =
Q

1 + mα
MY

' Q
(
1− 4

A

)
(27.35)

Where we usedM ' A
It’s obvious that for this reaction to happen we need Q > 0. Since Q is an energy, also the
binding energy has an important role in this decay. We therefore have

Q = BY (A− 4, Z − 2) +Bα(4, 2)−BX(A,Z) (27.36)

The constraint Q > 0 imposes that

BX(A,Z) < BY (A− 4, Z − 2) +Bα(4, 2) ≈ BY (A− 4, Z − 2) + 28 MeV

From what we found we can also say that

∂B

∂A
< 0 for A > 60

Ignoring Bα(4, 2) we have that an alpha decay can happen already for A > 60, which is
not experimentally supported since it’s seen only for nuclides with A > 200.
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Using Geiger-Nuttall we have an empirical table which connects Q with the half-life of the
radionuclide τ1/2 

A ' 140 Q ' 0=⇒ τ1/2 →∞
A ' 200 Q ' 4 MeV

A ' 240 Q ' 8 MeV

I.e. for 200 < A < 240 alpha decay is possible, but with a long τ1/2. Spontaneous alpha
decays are experimentally seen from 209Bi, which is the radionuclide with the longest known
half-life.

§§ 27.3.1 Quantum Tunneling and α Decay

A quantum mechanical model for alpha decay can be constructed starting from the fact

that α is a strongly bound state with Bα ' 28 MeV and the decaying nucleus is a heavy
nuclide with A ' 200.
The decay can be thought as having the α particle bound in a potential well created by
A−4
Z−2Y, where

UY (r) =


−U0 r < R0A

1/3

2α(Z − 2)e2

r
r > R0A

1/3
(27.37)

This can be graphed with an energy/distance graph as follows

R0A
1/30

E = 0

bound states

Eα

r1

−U0 ≈ −40 MeV

30 MeV

Figure 27.6: Energy level diagram of the potential well inside A
ZY and the coulombian barrier

at r = R0A
1/3

Approximating the coulombian barrier as a step potential from R to r1 with height U0
we can solve the Schrödinger equation inside and outside the well, getting two free-particle

solutions and a decaying exponential solution inside.

In the first and third zone (outside the barrier) the solution will obviously be the free particle

one, and using ~ = c = 1 we can immediately write the Schrödinger equation for both

1

2mα

d2ψ1,3

dr2
+ Eαψ1,3(r) = 0
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Which gives the following solutions

ψ1(r) = Aeipr +Be−ipr

ψ3(r) = Eeipr

Note that we don’t have a wave traveling backwards outside the barrier, since we’re

interested only in the transmitted particle.

In the second region, instead we get the following Schrödinger equation

− 1

2mα

d2ψ2

dr2
+ (U0 − Eα)ψ2(r) = 0

With exponential solution

ψ2(r) = Ceikr +De−ikr

Note that since in the first and third regions we have a free particle we have

Eα =
p2

2mα
=⇒ p =

√
2mαEα

In the second region instead

Eα = U0 −
k2

2mα
=⇒ k =

√
2mα(U0 − Eα)

The boundary conditions needed in order for ψi to be a wavefunction are that ψ ∈ L2 inside

and outside the well. This means that the wavefunction and its first derivative must be

continuous on the walls of the potential. More specifically, using R = R0A
1/3

ψ1(R) = ψ2(R)

ψ′
1(R) = ψ′

2(R)

ψ2(r1) = ψ3(r1)

ψ′
2(r1) = ψ′

3(r1)

(27.38)

Shifting the potential barrier by R and writing R− r1 = L as the length of the barrier, we
get by substituting the wavefunctions inside the system

A+B = C +D

ip (A−B) = k (C −D)

CekL +De−kL = EeipL

k
(
CekL −De−kL

)
= ipEeipL

(27.39)

The tunneling probability T will be then the norm squared of the amplitude of the outgoing
particle E divided by the norm squared of the amplitude of the incoming particle A.
The solution of this system is a long and tedious algebra task, which we will now undertake.
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No unfortunately the answer isn’t obvious so here’s the calculations.

Firstly we begin by rearranging the equations. Dividing the second row by ip and summing
it to the first we get a new way of writing the continuity condition at the first wall

A+B = C +D

2A =

(
1 +

k

ip

)
C +

(
1− k

ip

)
D

We continue by taking the fourth row and dividing it by k, and then summing and subtracting
it from the third row, getting a new (nice) condition for C and D

2CekL = EeipL
(
1 +

ip

k

)
2De−kL = Ee−ipL

(
1− ip

k

)
Dividing out the constants on these we get the new third and fourth rows of the system,

leaving us with this intermediate solution

A+B = C +D

2A =

(
1 +

k

ip

)
C +

(
1− k

ip

)
D

C =
E

2
eipL−kL

(
1 +

ip

k

)
D =

E

2
eipL+kL

(
1− ip

k

)
(27.40)

We continue by plugging in the second row the third and fourth of the new system, getting

this algebraic monster

2A =

(
1 +

k

ip

)(
1 +

ip

k

)
E

2
eipL−kL +

(
1− k

ip

)(
1− ip

k

)
E

2
eipL+kL

Rearranging after some algebra, we have

2A =
E

2
eipL

[(
2 +

k

ip
+
ip

k

)
e−kL +

(
2− k

ip
− ip

k

)
ekL
]

Fixing the exponentials inside the square brackets we have

2A =
E

2
eipL

[
2
(
ekL + e−kL

)
+

(
k

ip
+
ip

k

)
e−kL −

(
k

ip
+
ip

k

)
ekL
]

Working on the sums inside the parentheses we have

k

ip
+
ip

k
=
k2 − p2

ipk
= −

i
(
k2 − p2

)
pk
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Which, reinserted back into the equation, gives

2A =
E

2
eipL

[
2
(
ekL + e−kL

)
+
i(k2 − p2)

kp

(
ekL − e−kL

)]
Which in terms of hyperbolic functions is

2A =
E

2
eipL

[
4 cosh(kL) + 2i

k2 − p2

kp
sinh(kL)

]
Dividing by 2E both sides we have

A

E
= eipL

[
cosh(kL) + i

k2 − p2

2kp
sinh(kL)

]
Taking the square modulus of this we get the inverse of the tunneling probability T , which
remembering how complex numbers behave is

T−1 =

∣∣∣∣AE
∣∣∣∣2 = cosh2(kL) +

(k2 − p2)2

4k2p2
sinh2(kL)

Using cosh2(x) = sinh2(x) + 1 we can rewrite it as follows

T−1 = 1 +

(
1 +

(k2 − p2)2

4k2p2

)
sinh2(kL) (27.41)

Continuing the calculations on the term inside the parentheses we have

1 +
(k2 − p2)
4k2p2

=
k4 + p4 − 2k2p2 + 4k2p2

4k2p2
=

(
k2 + p2

)2
4k2p2

Substituting k =
√
2mα(U0 − Eα) and p =

√
2mαEα we have

(k2 + p2)2

4k2p2
=

4m2
αU2

0

16m2
αEα(U0 − Eα)

=
U2
0

4Eα(U0 − Eα)

Which gives

T−1 = 1 +
U2
0

4Eα(U0 − Eα)
sinh2(kL)

Which gives our final tunneling probability for an alpha particle jumping a coulombian

potential barrier

T =
1

1 +
U2
0

4Eα(U0−Eα)
sinh2

(
L
√

2mα(U0 − Eα)
) (27.42)

Gamow, which was the first to propose quantum tunneling as an answer to alpha decay,

continued the calculation approximating the tunnel probability for small values of kL (note
that k ' 430 MeV and L ≈ 40 fm), and using

sinh2(kL) ≈ 1

4
e2kL
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We get that

T ≈ 4
U2
0 − (2Eα − U0)2

U0
e−2kL

Or, expressing the multiplicative constant in terms of momenta as
U0 =

1

2mα
(p2 + k2)

Eα =
p2

2mα

We get

T ≈ 16
k2p2

(k2 + p2)2
e−2kL = Ae−2G

The constant G = kL is the so called «Gamow factor». Integrating for all possible r1 we
have that the total tunnel probability will be the product of all probabilities, we have

T = B

n∏
i=1

Ti

And therefore

G =

ˆ r1

r0

√
2mα(U0 − Eα)dr (27.43)

§§ 27.3.2 Radioactivity and Units

Given a radioactive material we have two main useful informations from which to base the

units we need

1. Activity, i.e. the number of decays per second

2. Effects on biological tissue from α, β, γ radiation

The first can be seen in two ways: one being the actual number of decays per second,

which is completely unrelated to energy, and the second the energy produced by the decay

products.

For the first the most common used units are two, one being the Becquerel (Bq), which

corresponds to 1 decay per second, and the second being the Curie (Ci), with the following

definition
1 Bq = 1 dec/s

1 Ci = 37 GBq = 3.7 · 1010 Bq

The effects on biological tissues is then evaluated by the actual ionizing power of the

radioactive products, in units of Coulomb per kg of ionized air. A derived unit used

commonly is the Röntgen, which is defined as follows

1 R = 2.58 · 10−4 C/kg
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This units gives a measure on the exposure to ionizing radiation.

More useful on determining possible biological effects is the absorbed dose and the equiv-

alent dose, the first being the amount of energy per kg actually absorbed by the body,

independent of the type of radiation. The two most common units are the Gray (Gy) and

the Radiation Absorbed Dose (rad), which are defined as follows

1 Gy = 1 J/kg

1 rad = 0.01 Gy

Including a radiation weighting factor (WR) to these two units we can now distinguish

between the various radiation kinds and the potential damage caused by ionizing radiation,

the two derived units are the Sievert (Sv) and the Röntgen Equivalent Man (rem), which are

by definition
1 Sv =WR · 1 Gy

1 rem =WR · 1 rad

All these units can be then multiplied by a second factorWT which weights the radiation

dose per each different tissue.

As an example, note thatWR = 20 for alpha particles, therefore 1 Gy of exposure to alpha
radiation corresponds to a weighted equivalent dose of 20 Sv In order to have a deeper

understanding of the dosage units it’s useful to check the lethal dose of radiation.

The lethal dose is defined as a radiation dose (expressed in Sieverts) expected to cause death

in 50% of an exposed population within 30 days if received within 30 days, and it’s denoted

as LD50/30. Such dose is in the following range of

LD50/30 = 400→ 450 rem = 4→ 5 Sv

Note that a yearly dose of natural background radiation corresponds to around 2.4 mSv,

which is roughly 0.27 µSv/h

§ 27.4 Nuclear Reactions

Let a, b be two nuclides and c, d the resulting nuclides formed from a reaction. In general a
nuclear reaction takes the following shape

a+ b→ c+ d+Q (27.44)

Q is known as the «Q-value» of a reaction and corresponds to the energy absorbed from
the environment or emitted into the environment after the reaction takes place, and for the

previous general reaction evaluates to

Q = ma +mb −mc −md

More generally, if there are R reagents with masses mi and N resulting particles with

masses fi, we have that

Q =

R∑
i=1

mi −
N∑
i=1

fi (27.45)
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All reactions can be divided into two subcategories depending on the sign of Q.

1. Exothermic reactions, with Q > 0

2. Endothermic reactions, with Q < 0

As we have demonstrated before, a decay process is necessarily exothermic, since Q > 0
corresponds to the threshold energy for such reaction to happen.

Considering an exothermic reaction, henceforth Q > 0, we have that the masses of the
reagent particles partially convert to kinetic energy of the resulting particles, whereas if the

reaction is endothermic (Q < 0), the kinetic energy of the reacting particles converts to
mass for the resulting particles.

Consider now a really famous endothermic reaction

α+ 14
7 N → 17

8 O + p

This reaction has Q = −1.19 MeV and needs Kα & 5 MeV in order to take place, which is
the energy needed for the α particle to overcome the Coulomb barrier. This is the main
reason for the need of accelerating particles.

In order to accelerate charged particles it’s possible to use electric fields, but the main

problem comes with neutral particles like neutrons.

A base reaction we can take as an example is the following

p+ 3
7Li → α+ α

In this reaction Q = 17.5 MeV, which implies that the reaction is exothermic and therefore
the kinetic energy of the proton is transferred into the kinetic energy of the alpha particles.

This corresponds to an indirect acceleration of α.
For neutrons one such reaction is the one used by Chadwick in 1932

α+ 9
4Be → 12

6 C + n

Here Q = 5.71 MeV and both the Beryllium and Carbon isotopes are produced at rest,
which implies an indirect acceleration of the neutron. This discovery led the beginning of

the studies of nuclear reactions with neutrons, which don’t interact with the Coulomb field.

The main results obtained in the early days of neutron physics were that the reaction

n+ A
ZX

Had three main results: elastic scattering, neutron capture or an induced fission of the

nuclide X

§§ 27.4.1 Uranium Fission and Nuclear Power Plants

The most known result of neutron physics was the discovery of nuclear fission, and in

particular the fission of Uranium.
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The first observation of Uranium fission happened in 1938, where Hahn and Strassmann

observed the following reaction

n+ 238
92 U → 137

56 Ba + 84
36Kr + 17n

Since heavier nuclei have more neutrons than needed for stability, the end result of this

reaction is a net release of neutrons.

The next year Meitner and Frisch continued the study on the more general decay

A
ZN →

A−A2
Z−Z2

X + A2
Z2

Y

The main question remained on why this reaction isn’t spontaneous, since for A > 60,
∂AB < 0 which should favor a spontaneous fission.
Considering the case of Uranium fission we have that Q ≈ 210 MeV, but still spontaneous
fission reactions are observed mostly for A ≥ 300.
A proposed explanation for the fission of uranium was nuclear deformation, where the

mostly spherical nucleon gets deformed into an ellipsoid containing the two child products.

The final volume of the deformed nucleus is

Vd =
4π

3
ab2

Where a = R(1 + ε) is the radial deformation. This gives ab2 = R3=⇒ b = R(1 + ε)−1.

Reevaluating the Bethe-Weiszäcker formula for the binding energy of the nucleon with this

we get that the variation of the binding energy is

∆B = −aSA2/3

(
2

5
ε2
)
− aCZ2A1/3

(
−1

5
ε2
)

In order to then have a fission of the nucleus it’s necessary to insert in the system an energy

Ef?∆B in order to let the system overcome this energy barrier.
Imposing ∆B ≈ 0 we get that

Z2

A
≈ 50

Suggesting that the fission can be induced with really little energy, or it can also happen

through quantum tunneling across the barrier.

Considering again the Q−value for a fission reaction, we generally have

1. A ≈ 300, Q− E > 0 and the fission is spontaneous

2. A ≈ 240, E − Q ≈ 6 MeV, the fission can happen with little energy or through
quantum tunneling

3. A ≈ 100, E −Q ≈ 60 MeV, the fission reaction doesn’t occur.

For Uranium in particular we have A = 238 (99.3% in nature, A = 235 0.7% in nature)

and therefore the fission reaction can happen both through quantum tunneling and via low
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energy neutron bombardment.

Considering a neutron bombardment of 23592 U we have the following self sustaining chain
reaction

n+ 235
92 U → 236

92 U? → 139
56 Ba + 94

32Kr + 3n

The neutron absorption reaction has Q = 6.5 MeV and E = 6.2 MeV, with cross section
σ235U,n ≈ 580 b, for which Kn = 0.025 eV are needed. This makes 235U an easily fissile
material. Considering the more abundant 238U we get Q238 = 4.8 MeV, E = 6.6 MeV,
and therefore Kn = 1.8 MeV is needed to make the reaction happen.
In general, for a complete fission reaction of an uranium nucleus we have Q = 200 MeV.
Consideringmp ≈ mn ≈ 1 GeV we have thatMU ≈ 240 GeV, and in this reaction we have
an efficiency of energy released

η =
Q

MU
=

200 MeV

240 GeV
≈ 10−3

This corresponds that the possible energetic output from the fission of 1 g of uranium is

Q = 200 MeV ·
(
1 g

A
NA

)
≈ 5 · 1023 MeV ≈ 1011 J

Note that this corresponds to 3 times the energy output from the combustion of 1 ton of
carbon.

This high energy potential output gives the possibility of energy production using nuclear

reactors with fissile fuels.

In modern nuclear reactors the chain reaction is stabilized using either heavy or light water,

which acts as a neutron moderator (slows the fast neutron from the fission in order to

thermalize them and let them sustain a chain reaction).

This is useful since the neutron-proton and the neutron-neutron cross section is quite high,

implying that the loss of energy is major.

§ 27.5 Nuclear Fusion

§§ 27.5.1 Quantum Tunneling and Fusion

For lighter nuclei (A = a < 60) the opposite of the fission reaction is possible, i.e. a «nuclear
fusion». The reaction in question has the following shape

a
Z1
X + b

Z2
Y → a+b

Z1+Z2
N +Q (27.46)

The main idea for having a successful fusion reaction is that a coulomb barrier with maximum

as R = RX +RY must be overcame, i.e.

Umax(R) =
αZ1Z2

RX +RY

Considering a p + p fusion reaction we have that Umax ∝ α
2R0

= 550 keV, which is our
minimal kinetic energy needed by one proton to jump the coulomb barrier of the other
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proton and complete the reaction.

Take now a second reaction with A > 1 nuclei.

12
6 C + 12

6 C → 24
12Mg

Here Q = 13.9 MeV. The barrier evaluates to 9.3 MeV, which gets us to reason if it’s really
a convenient fusion reaction when the net gain of energy is 4.3 MeV. The efficiency of this
kind of reaction (for this one is η ∝ 10−4) is proportional to Q and inversely proportional to
the mass of the sum of the fusing nuclei, which lets us hope that Q decreases slowly when
mass decreases.

Fortunately this is mostly the case and we can talk about nucleosynthesis in stars.

§§ 27.5.2 Stellar Fusion and Nucleosynthesis

In stars of the main sequence the most common fusion reaction observed is the p− p chain
reaction, where proton are fused creating Helium and energy which keeps the star from

collapsing.

The chain reaction is summarized as follows

p+ p→ 2
1H + e+ + νe + 0.42 MeV

p+ 2
1H → 3

2He + γ + 5.49 MeV
3
2He +

3
2He → 4

2He + p+ p+ 12.86 MeV

(27.47)

The last reaction continues the cycle and produces a stable Helium nucleus together with

around 13 MeV.
The total reaction is

4p→ 4
2He + 2e+ + 2νe + 2γ + 24.7 MeV

Considering he total Q-value of this reaction is Q ≈ 24 MeV since we need to consider the
extremely weak interaction of neutrinos, which basically amounts to a loss energy of 2mν .

It’s important to note that stellar cores are rich in atoms, therefore the total Q ≈ 26 MeV
since it’s necessary to consider electron-positron interactions.

All of this considered, we have

ηpp =
Q

4mp
≈ 6.5 · 10−3

Making this an efficient fusion reaction, which explains why it’s so common in stars.

Since this reaction creates alpha particles, when the proton fuel for the reaction ends and

the density of helium is enough, the pp chain reaction ends, causing a contraction in the
star and an increase of temperature which permits a new chain fusion, the α chain fusion
process.

This process bases itself on the following single reaction

α+ α→ 8
4Be → α+ α
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The first reaction has Q ≈ −100 keV, and the nuclide of 8Be is highly unstable with half life
τ1/2 ≈ 8 · 10−17s. This nuclide is fundamental for the reaction, since we have the following
chain emerging from the α−Beryllium fusion

α+ 8
4Be → 12

6 C + γ

α+ 12
6 C → 16

8 O + γ

α+ 16
8 O → 20

10Ne + γ

α+ 20
10Ne → 24

12Mg + γ

(27.48)

The next tightly bound nucleus is 12
6 C and it’s the next nucleus to be fused inside the stellar

core.

This process continues up until A = 60 with 60Fe. The iron-iron fusion is endothermic and
therefore needs energy to proceed, causing a stellar core-collapse.

Heavier nuclides are created then with supernovas and neutron capture

§ 27.6 Beta Decay

Beta decay is a kind of decay that at first was thought to be a two-body decay with the

emission of an electron in the following reaction

A
ZX → A

Z+1Y + e−

Plotting the experimental results for decays per energy, we clearly see that it’s not compatible

with a 2-body decay.

A quick relativistic calculation gives in the center of mass of X

√
s =Mx = EY + Ee pY = pe = p

Substituting E =
√
m2 + p2 we have

Mx =
√
M2

Y + p2 +
√
m2

e + p2

And solving for p2

p2 =

(
M2

X +M2
Y −m2

e

)2
4M2

X

−M2
Y

Using the approximation MX ≈ MY ≈ Amp >> me we have p
2 ≈ 0 and therefore

EY ≈MY +KY and

EX =MY +KY + Ee

And therefore Ee ≈MX −MY which implies that energy isn’t conserved in this process.

Another way of evaluating that this reaction is not possible is by checking the angular

momentum of the particles in this reaction. We have

~LX = ~LY +
~
2
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Here angular momentum is obviously not conserved.

An idea for solving this problem was adding a new child particle, firstly it was though that it

was a photon, but since Sγ = ~ this is not the case.
Pauli in 1930 supposed the existence of a new fermion (S = ~/2) with a small mass and a
neutral charge in order to balance the reaction.

Fermi proceeded to the theorization of the interaction of this new particle, called the

neutrino ν for its properties.
In Fermi’s theory, beta decay then became a three body process with the following reaction

A
ZX → A

Z+1Y + e− + ν (27.49)

This kind of interaction, due to its weak nature was called the «weak interaction», where

firstly the following kind of reactions are studied using Fermi’s theory and also explain the

process of electron capture.

§§ 27.6.1 Unstable States and Decay Rates

Consider a group of particles N0 situated in an unstable state. As we already know, after a

time t an exponential number of particles will have decayed, giving

N(t) = N0e
− t

τ = N0e
−Γt

The value Γ = 1/τ is known as the decay rate of the unstable state.
Suppose that this state is an exponential solution of the Schrödinger equation with imaginary

energy E0 + iΓ where E0 is the unperturbed state.

The evolved state will then be

ψ(r, t) = ψ0(r)e
−iEnte−

Γ
2
t

Where ψ0 is the solution to the TISE unperturbed Hamiltonian.

We’re interested to see the behavior of the wavefunction in the energy space, and therefore

we perform an inverse Fourier transform of the following quantity

e
−i

(
E0+iΓ

2

)
t
=

ˆ
R
ϕ(E)e−iEtdE

Where ϕ(E) is the searched wavefunction in the energy space. Antitrasforming we have

ϕ(E) =
1

2π

ˆ
R
e−i(E−E0)t+

Γ
2
tdt (27.50)

Considering that for t < 0 the unstable state doesn’t exist and modifying accordingly the
integration bounds we get

ϕ(E) =
1

2π

(
1

Γ
2 − i(E − E0)

)
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The probability density function for this energy wavefunctionwill be a Breit-Wigner Lorentzian

distribution

|ϕ(E)|2 = 1

4π2
1

Γ2

4 + (E − E0)2

Which will draw a bell curve with width Γ. This property gives the decay rate Γ its second
name, the «decay width».

Note that for Γ/m << 1 the particle is clearly stable, since for the indetermination principle
Γτ = ~.
Suppose now having an unstable particle in its center of mass, which for t > 0 decays into
two child particles

A

b

c

Figure 27.7: Example drawing of the A→ b + c two body decay

For this decay we have

√
s =MA =

√
(pµpµ)a + (pµpµ)c

This
√
s is well determined since for Γ→ 0 |ϕ|2 = δ(E −m).

We continue by writing the unstable state as a weak perturbation ĤI on a Hamiltonian Ĥ0

for which the TISE holds for the unperturbed state |n〉

Ĥ0 |n〉 = En |n〉

We suppose that |n〉 is an orthonormal eigenvector basis for this Hamiltonian, and we begin
evaluating the new perturbed state using undetermined coefficients which depend on time,

after evolving the unperturbed state

Ĥ |ψ〉 =
(
Ĥ0 + ĤI

)
|ψ〉 = Ê |ψ〉

|ψ〉 =
∑
n

an(t)Û |n〉

We proceed by inserting the new state inside a TDSE, using Ê = i∂t, getting

Ê |ψ〉 = i
∑
n

ȧnÛ |n〉+
∑
n

an(t)EnÛ |n〉 = Ĥ |ψ〉

Using the first result on the unperturbed Hamiltonian and Ĥ = Ĥ0+ĤI we have immediately

confronting the two results that

i
∑
n

ȧn(t)Û |n〉 = ĤI |ψ〉
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Using the orthonormality of |n〉 (〈k|n〉 = δnk), we have by multiplying both sides by 〈k| that

i
∑
n

ȧn(t)Û 〈k|n〉 = 〈k| ĤI |ψ〉 =
∑
n

an(t) 〈k| ĤI Û |n〉

Rearranging things and evaluating the sums, and defining 〈n| ĤI |n〉 = V̂nk we have

iȧn(t)e
−iEkt =

∑
n

an(t)V̂nke
−iEnt

We define for convenience M̂ = −iV̂ , which gives us the final differential equation for the
variation

dak
dt

= M̂kne
−i(En−Ek)t (27.51)

Where

M̂kn = 〈k| M̂ |n〉 = −i 〈k| V̂ |n〉 = −i 〈k| ĤI |n〉 (27.52)

Considering that the perturbation is small we can say without problems that an(0) = δmk

for some initial state m, and considering a weak time dependence, we can also say that
am(t) ≈ 1
With these hypotheses M̂mk can be considered weakly dependent on time (adiabatic) and

the integration will give

ak(t) = M̂mk

ˆ T

0
ei(Ek−Em)tdt

Taking k as our final state and m our initial state the transition probability per unit time will

be

Pi→f = lim
T→∞

|af (t)|2

T
(27.53)

Which is

lim
T→∞

∣∣∣M̂mk

∣∣∣2
T

ˆ T

0
ei(Ef−Ei)tdt

ˆ T

0
e−i(Ef−Ei)τdτ

Executing a change of variables T → T − T/2 the integrals on the right become easily
identifiable as the Fourier transforms of a complex exponential, which gives f̂(x) = 2πδ(x),
and therefore

Pi→f = lim
T→∞

∣∣∣M̂mk

∣∣∣2
T

2πTδ(Ef − Ei)

Which finally gives «Fermi’s golden rule» for time dependent perturbations

Pi→f = 2π
∣∣∣M̂mk

∣∣∣2δ(Ef − Ei) (27.54)

Since there are various possibilities for this two body decay, it’s necessary to then consider a

statistical approach for the energies, and we need to evaluate the density of states in the
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phase space, for the volume Ef −Ei. In this case, considering then all possible decays, we

have finally the transition rate between the initial and the final state

Γfi =

ˆ
Pi→fdn =

ˆ
Pi→f

dn

dEf
dEf = 2π

∣∣∣M̂fi

∣∣∣2 ˆ δ(Ef − Ei)
dn

dEf
dEf

Integrating the delta on the right we have finally

Γ = 2π
∣∣∣M̂fi

∣∣∣2ρ(Ei) (27.55)

Where M̂fi depends on the interaction Hamiltonian, whereas ρ(Ei) is the density of states
in the phase space for the two body decay.

§§ 27.6.2 Beta Decay Rate

Using what we found before for unstable states we can immediately imagine to apply it to

Fermi’s theory of β decay. In this case we have a reaction of the type

n→ p+ e− + ν

Here, we have |i〉 = |n〉 and |f〉 = |pe−ν〉. The decay rate as for Fermi’s golden rule is

Γ = 2π
∣∣∣M̂fi

∣∣∣2ρ(E)

Where, in this case

M̂fi = −i
ˆ
ψpψeψνGFψnd

3r (27.56)

Where GF is our interaction parameter.

Suppose to normalize the wavefunctions on a nuclear volume V , ψ ∝ V −1/2. With this

normalization we also have that [GF ] = E−2.

Considering the total decay the wavefunctions for e−, ν can be considered without loss of
generality as plane waves due to their non-interacting nature after the decay, therefore

ψe =
1√
V
e−ipr

ψν =
1√
V
e−iqr

(27.57)

Where we chose p
e
= p and p

ν
= q.

Approximating the interaction factor GF as a constant as for Fermi’s theory we have finally

M̂fi = −i
GF

V

ˆ
ψpψne

i(p+q)rd3r

Another approximation can be made by checking that Q = mn −mp −me −mν ≤ 1 and
therefore p ' q ≤ 1 MeV, and r ≈ 1 fm, which gives (p+ q)r ≈ 5/1000.
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Considering this the exponential in this integral can be expanded with a power series and

approximated to the first order, giving

M̂fi = −i
GF

V

ˆ
ψpψnd

3r = − iGFN

V
(27.58)

Where N is the so called «nuclear term» N = 〈p|n〉.
Reinserting it into the decay rate equation we have

Γ =
2πG2

F |N |
2

V 2
ρ(E)

We only need to find ρ(E) in order to complete the calculations. Considering that for the
conservation of 3-momentum p

e
+ p

ν
+ p

X
= 0, and for the conservation of energy

ρ(E) =

(
dn

dEf

)
Ei

=

ˆ
δ(Ef − Ei)dn

dn =
V 2

(2π)6
d3pd3q

(27.59)

In the center of mass of X we have then

Ei =
√
s =MX , Ef = EY + Ee + Eν =MY +KY + Ee + Eν

Considering that the masses of X and Y are much greater than the mass of the electron

and neutrino we have that KY ≈ 0 and we haveMX ≈MY +Ee +Eν . The total available

energy for the reaction will then be

ET =MX −MY = Ee + Eν

And, therefore

Q =MX −MY −me −mν ≈ ET

In the limit case where X = p and Y = n we have ET ≈ 1 MeV, and

δ(Ef − Ei) = δ(ET − Ee − Eν)

Approximating mν = 0 we have Eν = q and therefore q2dq = E2
νdEν . For the electron we

have instead

p =
√
E2

e −m2
e p2dp = pEedEe

Substituting in the delta integral we have

(4π)2
¨

δ(Ef−Ei)p
2q2dpdq = (4π)2

¨
δ(ET−Ee−Eν)E

2
νEepdEνdEe = (4π)2

ˆ ET

0
pEe(ET−Ee)

2dEe

Substituting p we get finally for the decay rate

Γβ =
G2

F |N |
2

2π3

ˆ ET

0
Ee

√
E2

e −m2
e(ET − Ee)

2dEe
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For the limit case of a hyperrelativistic electron we can say with ease that me << Ee and

therefroe we can approximate the integral as follows

ˆ ET

0
E2

e (ET − Ee)
2dEe =

E5
T

3
+
E5

T

5
−
E5

T

2

Summing up and inserting into the decay rate we get «Sargent’s rule» for beta decay with

highly energetic electrons

Γ =
G2

F |N |
2

60π
E5

T (27.60)

Since here ET ≈MX −MY we have that the phase space must grow withMX −MY

§§ 27.6.3 Experimental Estimate of mν

So far the hypotheses we managed to stack up from beta decay are

1. mν 6= 0

2. Γ ∝ pEe(ET − Ee)
2, ET =MX −MY −mν −me = Ee + Eν

It’s clear that reducing ET we have the maximum possible Ee. We define here the Kurie

function K(E) as

K(E) =

√
1

pEe

dΓ

dE
∝ (ET − Ee)

2

Evaluating this function for a minimal ET it’s possible to resolve ET −mν and evaluate the

neutrino mass.

Note that K(E) ∝ (ET − Ee) and therefore we expect a linear decay of this function
up until Emax

e . Experimentally it has been observed that at min(ET ) instead the function
evaluates to ET −mν effectively giving an estimate for the mass of the neutrino

§§ 27.6.4 Cross Section for Beta Decays

The reaction considered up until now

n→ p+ e− + ν

Can also be reversed, indicating that another weak reaction is possible

ν + p→ n+ e+ (27.61)

This scattering reaction is experimentally observed, but we must

• generate neutrinos

• choose a p-rich target

• observe n, e+ and count the number of events
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• measure the scattering cross section σ

The first question we get is: Can Fermi’s 4-fermion theory evaluate theoretically σ?
Starting again from cross sections we have, by definition that the number of observed

reactions per unit time is
dNR

dt
= σnT

dNp

dt
dx

Where Np is the number of incoming projectiles, and nT is the particle density of the target.
Evaluating everything we have

dNR

dt
=
σ

S
nTSdx︸ ︷︷ ︸

NT

Also using S−1dNp/dt = φp, i.e. the flux of incoming projectiles, we have

1

NT

dNR

dt
= σφp = σvpnp = σ

Np

V

Where np, Np are respectively the number density and total number of particles of the

projectile beam, and vp is the relative velocity of the projectiles with respect to the target.
Fixing the previous equation we have

1

NTNp

dNR

dt
= σ

vp
V

Using vp = pp/Ep and noting that on the left we have the number of reaction per unit time

per single projectile on a single target, we have

1

NTNp

dNR

dt
= σ

pp
V Ep

= Γ(a+ b→ c+ d) = 2π
∣∣∣M̂fi

∣∣∣2ρ(E)

Therefore we have

σ(a+ b→ c+ d) = 2π
∣∣∣M̂fi

∣∣∣2 V
vp
ρ(E) (27.62)

For our reaction we have the following scattering reaction

ν p

e+

n

Figure 27.8: Scattering process in study

Moving to the center of mass of the initial ν + p state we have

βγ =
p√
s
=

Eν√
m2

p + 2Epmν



CHAPTER 27. NUCLEAR PHYSICS 332

Where we approximated mν = 0 therefore pν = Eν .

The velocity of the ν with respect to the p targets is therefore

vi =
p?ν
E?

ν

+
p?p
E?

p

Inserting it all into the cross-section equation we get

σ =
2πG2

F |N |
2

V

E?
νE

?
p

p?νE
?
p + p?pE

?
ν

ρ(Ef )

In order to calculate the density of states in the final decayed state we need to consider the

conservation of 3-momentum, which implies p?n = p?e = p?, and accounting that

ρ(Ef ) =
dn

dEf
=

V

2π2
p2

dp

dEf

Using Ef =
√
p2 +m2

e +
√
p2 +m2

n gives

dEf

dp?
=
p(E?

n + E?
e )

E?
nE

?
e

= vf

Where vf is the velocity of the positrons with respect to the neutrons. Inverting and inserting
it into the cross-section equation, using Ef = E?

n + E?
e we have

σ =
G2

F |N |
2(p?)2

πvivf
=
G2

F |N |
2

π

E?
pE

?
νE

?
pE

?
e

Ef

(
p?νE

?
p + p?pE

?
p

)p? (27.63)

Where p? = p?e = p?ν is the momentum of the final two decay products, the positron and
the neutron.

Inserting the experimental values of GF = 1.17 · 10−5 GeV−2, vi ≈ vf ≈ 1, we get

σ(p?)2 ≈ 10−37 cm2/GeV2

Considering that the Q−value for this reaction is Q ≈ 1.8 MeV we have that this process is
possible only if Eν > 1.8 MeV which gives, for the cross-section at threshold level

σ(p?)2 ≈ 10−43 cm2/GeV2

In order to evaluate what it means for experimental tests of this decay we need to account

for the mean free path of the reaction. Supposing a light water target, for which AH2O =
18 g/mol we have nT = A−1NA, for which we get

1

λ
= σnT = E · 10−43 · 3 · 1022 MeV−1cm−1

Using E ≈ 1 MeV we get an estimate of λ ≈ 1019m which is an absurdly large mean free
path for such reaction.
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What is needed therefore for building experiments on this reaction is to note that accelerated

neutrinos will have a higher Eν , and therefore will contribute to lower this. A second fix is

the usage of high density targets together with heavy neutrinos emitters.

One way of accomplish this is considering Uranium fission. In 1956 Reines, Cowen et al.

were the first to build a nuclear reactor for the production of energy, with a thermal power

output of 1000 MW = 109 J/s = 6 · 1027 eV/s.
Considering Qfis = 200 MeV and a production of around Nν = 6 neutrinos per reaction
we have

NR =
Preactor

Q
= 3 · 1019 Hz

Which implies an average production of 1020 Hz neutrinos, with Eν ≈ 3 MeV.
Not too far from the reactor core we have that the flux of neutrinos per solid angle of

detector is

φν =
dNν

dtdS
= 1013 cm−2s−1

Using a CaCl2 +H2O target the reaction we expect to observe is an extra production of
γ+γ corresponding to the following reaction between the decay products and the electrons
of the target

ν + p→ n+ e+

e+ + e− → γ + γ

There is a second γ + γ peak that needs to be accounted, since neutrons thermalize in
the collisions with the fluid, it’s possible to also have a neutron capture reaction inside the

target, as follows

n+ A
ZX → A+1

Z Y? → A+1
Z Y + γ + γ

Where Eγ ≈ 6 MeV. Turning on the reactor it’s possible to see a sharp increase of
γ + γ reactions, corresponding to the neutrino scattering, confirming the existence of the
neutrino.
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28 Electromagnetic Interactions

§ 28.1 Particle Detection

We have described nuclear physics with three main interactions: Electromagnetic, Strong

(Nuclear) and Weak (Fermi’s Theory).

All experimental results consisted in measuring the impulse of decay products, the energy

of photons produced and the detection of neutrons. All these measures obviously need the

existence of a particle detector, i.e. a device for a quantitative measure of some information

or trace of particles.

The usual trace detected is the energy released by the particles, although ideally a particle

shouldn’t lose energy for being detected.

Suppose that a particle has and energy E and loses a∆E. There are three possible scenarios

1. The particle loses a small ∆E/E fraction, this loss can be ignored and the particle can
be detected using a charged particle tracker

2. The particle loses a considerable fraction of energy, in this case it’s possible to study

the process and find the correct value of E

3. ∆E/E = 1 and the particle loses all energy. In this case we use «calorimetry»

Consider now the detector. The detector itself, being made of matter, interacts with a pro-

jectile particle. Depending on the interaction type there are three important considerations

to make

1. EM interactions have an infinite radius of interaction

2. Strong interactions need a b ≈ 1 fm

3. Weak interactions have an infinitesimally small radius of interaction and therefore

they’re almost negligible

From these three considerations we can say without doubt σEM >> σS >> σW . Note that
for q = 0 and q 6= 0 require different detection strategies

335
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§§ 28.1.1 Charged Particles and Ionization

Charged particles with q 6= 0 itσpossible to define a clear distinction

• Hadrons, which interact strongly

• Leptons, which interact weakly

Leptons include quarks q, muons µ, tauons τ and electrons e. The detection strategy for
these particles is using elastic collisions as in Rutherford’s experiment.

The two kinds of collisions we can consider are collision with nuclei and nuclear collisions

with electrons.

In the first collision the nucleus behaves like a wall for the electron, therefore ∆Ee << 1,
where

∆E =
∆p2

2mN

The second collision we have the nucleus as a projectile, for which mp = M >> me and

the electron ricochets with a really big energy variation

∆Ee >> 1

Here the interaction with the electron is dominant.

The two main results of this collision are the following

1. The electron collects energy and the atom or molecule excites, when de-exciting it

emits a photon

2. If M >> me and therefore ∆Ep >> 1 and the atom can be ionized and it’s then
possible to measure the charge q, for which q ∝ ∆Ep ∝ Ep

The main loss of energy for charged particles is ionization.

The loss of energy for ionization can be described as a function of density ρ, momentum p,
Energy E, charge q, electron momenta p

e
and average ionization charge 〈I〉, all depending

on the traveled space ∆x made by the charged particle inside the target.
The ionization loss per unit length was studied in depth by Bethe Bloch et al. using QED in

1930, but a non relativistic limit can be studied using Bohr’s atom.

Considering that collisions are a stochastic process depending on ∆x, for the central limit
theorem we can expect that the loss of energy follows a Gaussian distribution.

For small targets this distribution becomes the Landau distribution and it follows closely a

Poisson statistics.

§§ 28.1.2 Bohr Formula

Considering a non relativistic case for an atomwith chargeZewe have that energy transitions
are the usual

∆E = ~(ω2 − ω1)
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Where the energy levels are

En = −αZe
2n2

Using a semiclassical approximation we can say that the classical radius of the electron is,

from mec
2 = UEM re = α/me.

Putting ourselves in the reference frame of the projectile we have that the transferred

momentum to the electron is

∆p =

ˆ
Fdt =

ˆ
F

v
dx

Dividing the force into the parallel and orthogonal components we have that the parallel

component is zero due to symmetry evaluations, and therefore

∆p⊥ =
1

v

ˆ
F⊥dx =

e

v

ˆ
E⊥dx (28.1)

Considering a cylinder long L with radius b where b is the impact parameter will then be
the surface integral of the perpendicular component of the electric field, which will then be

divided into the sum of the top and bottom circles of the cylinders and the boundary of

such The flux of the field is then

φ(E⊥) =

ˆ
Σ1

E⊥dS +

ˆ
Σ2

E⊥dS = 2πb

ˆ
E⊥dx

Solvin the integral we have that

∆p⊥ =
2Ze2

4πε0bv
= Z

e2

4πε0b2
2b

v

The parameter 2b/v is known as the «collision time».
In the non-relativistic approximation we have that the energy variation T is

T =
∆p ∗ 2
2me

=

(
e2

4πε0

)2
4

b2v2
Z2

2me

Using re =
e2

4πε0
1

mec2
we get

T = 2mec
2Z

2r2e
b2β2

(28.2)

This equation gives the relation between the impact parameter b and the transferred energy
T .
For a fact we know that this transferred energy is equal to −∆Ep which is the lost energy

by the projectile, in our case the nucleus.

Inverting for the impact parameter we get

b2 = 2mec
2v2e

Z2

β2T
(28.3)
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Since dσ = 2πbdb we have

dσ = 2πmec
2r2e

Z2

β2T 2
dT (28.4)

Which is the cross section for the process in study.

It’s obvious that σ′(T ) ∝ T−2 and therefore processes with small T are more probable.
Note that T ∝ b−2.

Since T is the lost energy in a single collision, the total lost energy will be ∆Et = ∆EN
where N is the total number of collisions, and

N = 2πbnedbdx

And therefore
d2E

dbdx
= 2πn3b∆E = 4πmec

2r2ene
Z2

β2b
(28.5)

In the end, the searched energy loss is

dE

dx
= A log

(
bmax

bmin

)
Therefore, we have

dE

dx
∝ Z2

β2
log

(
bmin

bmax

)
Bohr continued this calculation evaluating this in the quantum mechanical case of the atom

considering that b/v ∝ tion, i.e. the b/v is proportional to the ionization time of the electron.
Considering therefore the electron as if it was free we have

b

v
≈ γtdet =

γ

〈ω〉
= γ

~
I

Where tdet is the detection time, with I being the average ionization energy.
Therefore

bmax = γ
~v
I

=
~γβc
I

For the indetermination principle we can say that ∆x ≈ ~/pe and therefore

bmin ≈ ∆x =
~
pe

=
~

γβmc

Substituting it into (28.5) we have

−dE

dx
= 4πmec

2r2ene
Z2

β2
log

γ2β2mec
2

I

Using ne = ρANAZ/A we get

−dE

dx
= 4πmec

2r2eNAρ
Z3

β2A
log

γ2β2mec
2

I
(28.6)
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Note that the minus sign is there since the energy gained comes from the loss of energy of

the projectile, due to conservation of energy.

Approximating the constants to 0.9 MeV and dividing −dE
dx by the density of the material

we get «Bohr’s formula»

−1

ρ

dE

dx
=

0.3

2
MeV

Z2

β2
log

β2γ2mec
2

I
(28.7)

This formula has major problems, since it doesn’t account for quantum mechanics and

relativity and isn’t universal for all materials.

Bethe and Bloch, then reevaluated the calculation using Quantum Electrodynamics, finding

that

−1

ρ

dEQFD

dx
= (0.3 MeV)

Z3

Aβ2

(
log

2meβ
2γ2c2ωmax

I2
− β2 − δ

2

)
(28.8)

Where ωmax ∝ maxE?
e , i.e. ωmax = 2mec

2β2γ2.
We immediately notice −β2 as a relativistic correction and δ

2 as a correction for density and

polarization effects of the object, all together corrected by an electric screening factor.

This formula, permits us with a measurement of dE
dx and p permits to identify the projectile

particle, with a formula that holds up for βγ from 0.1→ 1000

§§ 28.1.3 Residual Path

Roche proceeded to use the Bethe-Bloch equation for evaluating the so called «residual

path», i.e. the path for which the projectile loses all its energy. This is given by

R(E) =

ˆ 0

E
dx =

ˆ 0

E

dE

−dEQED

dx

=

ˆ E

0

dE
dEQED

dx

(28.9)

From Bethe-Bloch’s equation it’s quick to deduce that βγ small include heavy losses of
energy.

It’s of note that before the actual stopping of the projectile particle, the Bethe-Bloch formula

finds its maximum in what’s known the «Bragg peak».

This spike in energy is quite useful in tumor treating in what’s known as Hadrontherapy,

where hadrons, usually p or 12C, are shot in a localized region and by energy dissipation
releases a sharp amount of energy where shot.

In general, considering an elastic collision with nuclei, dE
dx ≈ 0 due to collisions being elastic,

but this leads to a big ∆p, which implies an angular deviation as in Rutherford’s experiment.
The angular deviations are random, and it makes this a stochastic process.

Consider a thick target, for the theorem of the central limit we can say that the distribution

of angular deviation is proportional to a Gaussian distribution

f(∆θ) ∝ G(〈θ〉 = 0, σ =
√
〈θ2〉)

The n−th moment of the distribution will be

〈θn〉 =
´
θn dσ

dΩdΩ´
dσ
dΩ
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Where σ is the Rutherford cross section, which is proportional to csc2(θ/2). Using dΩ ≈
2πθdθ we can say without many doubts that

dσ

dΩ
∝ dσ

dθ

Calculating the second momenta we get the expected value for a multiple coulombian

scattering, which is 〈
θ2
〉
= 21 MeV

Z

βcp

√
x

χ0

Where x is the depth traveled in the medium (in cm), and χ0 is the «radiation length»,

which is
1

χ0
= 4r2eαρ

NAZ
2

A
log
(
183Z−1/3

)
(28.10)

§ 28.2 Cherenkov Effect

The Cherenkov effect is an effect similar to a sonic boom, for which a massive particle passes

through a medium at a velocity higher than the speed of light in that medium cn = c/n.
This effect is due to polarization effects.

Consider a projectile moving at vx > cn in some medium. The Cherenkov radiation is
accompanied by the emission of photons perpendicular to the light cone at some angle θc.
Consider now the process after a time t. The radius of the boom circle created by this
“superluminal” particle is L = vyt = ct/n, supposing the particle has traveled some space
∆x = βc∆t we have

L = ∆x cos θc=⇒cosθc =
1

βn
(28.11)

The angle θc can be experimentally measured, and a measure of θc and p.
Note that the constraint cos θc < 1 we get that this process exists if and only if β ≥ 1/n
Tying this angle to the momentum of the particle we begin by noting that

βγ =
β√

1− β2
=

p

m

We have

1

β
=

√
1 +

m2

p2

Substituting what we found before for cos θc we have

cos θc =
1

βn
=

1

n

√
1 +

m2

p2
> 1 (28.12)
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Which implies that the second constraint on Cherenkov radiation is that p ≥ pth. In the
limit case of oc = p+m, βth = n−1 we get

1

n
=

√
1 +

m2

p2th

Which, since n > 1 gives

pth =
m√
n2 − 1

(28.13)

For p >> pth it’s clear from formulas and experimental measurements that it’s not possible
to distinguish between different particles from their Cherenkov angle.

In order to find the number of Cherenkov photons emitted in the process we can use

classical electrodynamics, getting

d2N

dxdE
=
αZ2

~c

(
1− 1

β2n2(E)

)
=
αZ2

~c
sin2 θc (28.14)

Where n(E) = n(λ) is the refraction index of the medium.
Using E = 2π~c/λ we have changing variables

d2N

dxdλ
=

2π~c
λ2

d2N

dxdE
=

2παZ2

λ2
sin2 (θc(λ)) (28.15)

In the visible spectrum we have E ≈ 2 eV (1.8→ 3.1 eV)

§ 28.3 Loss of Energy for Electrons and Positrons

Since we’re dealing with the loss of energy of charged particles we have to use the Bethe-

Bloch loss of energy equation.

We have that tat the minimum of the functon βγ ≈ 3 and therefore p ≈ 1.5 MeV for
electrons.

This impilies that the relativistic climb of the electrons is really slow.

Considering heavy projectiles like nuclei. The electrons will get strongly accelerated and will

emit radiation, as for the Larmor formula we have that the radiated power is

PL =
2

3

e2

m2c3
|v̇|2 (28.16)

Extending it to a Lorentz invariant formulation we have

PL = −2

3

e2

m2c3
dpµ
dτ

dpµ

dτ

Using

dpµ
dτ

dpµ

dτ
=

1

c2

∣∣∣∣dEdτ
∣∣∣∣2 − ∣∣∣∣dpdτ

∣∣∣∣2
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And substituting E = γmc2, p = γmcβ we have

PL =
2e2

3c
γ6

((
dβ

dt

)2

−
(
β ×

dβ

dτ

)2
)

(28.17)

Which, β, γ are the relativistic parameters of a charged particle.
There are two limit cases, one of linear acceleration, and one of perpendicular acceleration

of the particles.

For linear acceleration we have
β̇||β

β̇ × β = 0

PL =
2e2

3c
γ6β̇2

And for perpendicular acceleration

β̇ ⊥ β

PL =
2e2

c
γ6
(
β̇2 − β2β̇2

)
Writing the addition on the parentheses as ββ̇2/γ we get that the Larmor radiation power
of the electron on a perpendicular acceleration motion (circular motion, ndr.) is proportional

to the energy of the particle divided by its mass

PL ∝ γ4 =
E4

m4

This is important for the determination of the particle emitting this Larmor radiation.

Suppose you have two charged projectiles with m1 6= m2 and E1 = E2, since PL ∝ m−4

we have a huge increase in the Larmor power for the lighter (charged) particle.

As an example take E fixed and evaluate the radiated power of protons and electrons, we
have

P e
L

P p
L

=
m4

e

m4
p

≈ 1.6 · 1013

I.e. electrons emit radiation 13 orders of magnitude more powerful than the one emitted

by protons

§ 28.4 Bremsstrahlung

Bremsstrahlung, or «braking radiation» translated from German, is an effect dominant in

electrons, and approximately 0 for m > me as long as E isn’t big enough.
From Bethe-Bloch’s formula we have that the lost energy is

−dE

dx
∝ E

χ0
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Where χ0 is defined in (28.10) and it’s a property of the medium. Solving the approximate

ODE we have

E(x) = E0e
− x

χ0 (28.18)

At x = χ0 we have E0/e which implies that energy decreases by about 30%. In a standard
length χ0 there therefore around 63% of loss of energy. This loss of energy is known as
«Bremmstrahlung».

Confronting it with the ionization energy loss for electrons and positrons we have

−dEtot

dx
= −

(
dEion

dx
+

dEBrem

dx

)
Inserting the Bethe-Bloch formula we have

RB/i =
dEBrem

dx
dEion
dx

≈ KeZ

1200me

Where Ke = Ee −me ≈ Ee. It’s defined as «critical energy of the medium» the value of

energy such that RB/i = 1. For electrons we have

Ec =
600

Z
MeV

This is useful for evaluating the ionization minimum for materials, as

Imin =
Ec

χ0
≈ (3.5 MeV)

Z

A

§ 28.5 Photons in Matter

There are three major processes for photons that depend directly on the energy of the

photon γ

1. At low energy, the photoelectric effect dominates, with reaction

γ + A
ZX → A

Z−1X + e− (28.19)

2. At a higher energy, the Compton scattering process dominates, with reaction

γ + e− → γ + e− (28.20)

3. At high energies, the pair production effect dominates, with reaction

γ + A
ZX → e+ + e− + A

ZX (28.21)

The total cross-section for photon interaction will obviously be a function depending on

Eγ and Z of the interacting nucleus, since at different energies (and also at different Z)
different processes can happen
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§§ 28.5.1 Photoelectric Effect

Considering the photoelectric effect we have a reaction of the kind

γ + A
ZX → A

Z−1X + e−

In this effect we have

√
s =

√
m2

e +m2
X + 2

(
EeEX − pepX

)
The second part m2

X + 2
(
EeEX − pepX

)
is the impulse absorbed by the nucleus. Since

mX >> me we have ∆EX = 0 and all the impulse of γ gets transferred to the electron.
The quantum effect to take note in this case is the ionization energy of the electron, which

gets absorbed by e− in order to escape the atomic bound state, therefore the gained energy
is

Ee = Eγ − I
Inverting the relation in terms of Eγ and noting that Ee = Ke we have

Eγ = Ke + I

This effect is dominant for Eγ < me ≈ 100 keV, and the cross section is

σγX ∝


Z5

E3
γ

Eγ < me

Z5

Eγ
Eγ > me

(28.22)

§§ 28.5.2 Compton Effect

For photon energies Eγ >> I we have that σγX gets particularly small and the Compton
effect becomes the dominant EM process.

e−

γ

e−

γ

Figure 28.1: Sketch of the Compton scattering, the photon and the electron get scattered

by an angle θ

Using the transformations of angle equation in special relativity we have that the new

energy of the photon after the scattering is

E′
γ =

Eγ

1 +
Eγ

me
(1− cos θ)

(28.23)
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The maximum energy transfer will happen at θmax = π, for which

Eγ(θ = π) =
Eγ

1 +
2Eγ

me

(28.24)

And when Eγ ≈ me, where solving we have

E′
γ ≈

Eγ

3
=
me

3
(28.25)

In this last case, for θ = π,Eγ ≈ me, the photon loses around 66% of its initial energy,

transferring it all to the electron.

This effect is dominant for Eγ > me and its cross section is

σγe− ∝
Z

Eγ
(28.26)

§§ 28.5.3 Pair Production

Considering the pair production process we might think to write it as a process where a

photon decays into an electron and a positron

γ → e− + e+

Evaluating
√
s for the LHS and RHS of the process we see clearly that this is impossible,

since
√
s = mγ = 0 6= m2

e− +me+ + 2
(
Ee−Ee+ − pe−pe+

)
Adding a nucleus A

ZX on both sides we instead get

√
s = m2

X + 2EγmX

Where 2EγmX is a recoil term of the nucleus given by the conservation of momentum.

It’s obvious that there is a threshold energy for this process, for which

Eγ ≥ me− +me+ ≈ 1.022 MeV (28.27)

Taken all these process at once we have that for 10 eV ≤ Eγ ≤ 100 keV the photoelectric
effect is dominant, for 100 keV < Eγ ≤ 10 MeV the Compton effect is dominant with a
maximum for Eγ = me. And lastly for Eγ > 10 MeV the pair production effect is the most
predominant effect, starting from Eγ = 1.022 MeV
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§§ 28.5.4 Attenuation Length for Photons

Consider now a beam of photons going through some medium. We have that the intensity

of the beam will depend on the distance traveled inside the medium as for the equation

I(x) = I0e
− x

λ = I0e
−µx (28.28)

Where µ is the well known attenuation coefficient. Considering the relation between the
cross section and the attenuation coefficient we have that

µ = µe+e− + µγe− + µγX = σn =

(∑
i

σi

)
n (28.29)

Where σ is the total cross section of the photon interaction. We have that for E > 100 MeV
σ is mostly constant, and therefore

1

xγ
= σn ≈ 7

9

1

χ0
(28.30)

Where 1/xγ is the attenuation length of the photon, which is deeply tied to the radiation
length of the medium. Note that n is the refraction coefficient.
Since we’re in the range of Eγ > 10 MeV the dominant process is pair production, and
from this we can calculate the cross section for pair production as

σe+e− =
7A

9ρχ0NA
∝ Z2 log

(
183Z−1/3

)
(28.31)

Note that positrons have the exact same parameters of electrons, excluding the charge

which is opposite.

§§ 28.5.5 Electromagnetic Showers in Mediums

Consider a beam of high energy e+, e− in some medium, these particles will produce high
energy photons through Bremsstrahlung radiation. These high energy photons will then

produce pairs of e+, e− creating a shower.
Note that the positron-electron pair will lose 30% of their initial energy due to Bremsstrahlung
and the photons lose around 60% of their initial energy due to the previous listed scattering
processes.

This process is a stochastic shower which continues up until Ei > Ec. This process is

determined by χ0, which gives the average distance traveled before the doubling of particles,

which cause E to half, and it will continue up until there is no more Bremsstrahlung effect
(Ei reaches the level of Compton scattering).

This process is studied in function of the depth t = x/χ0 and−E−1
0

dE
dx . The profile recovered

for this stochastic process is

F (t) ∝ E0

Ec
tae−bt (28.32)
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And from this we have that the maximum depth the shower will reach is

tmax = log

(
E0

Ec

)
+ c (28.33)

Where a, b, c are parameters given by energetic corrections and fitting of data.
The cone created by the shower is given by multiple coulomb scattering, which gives no

energy loss (elastic scattering) but only an angular reaction. The radius of the cylinder

containing 90% of the particles interacting in the shower is

RM =
21

Ec
χ0 (28.34)

Which is known as «Moliere radius».

§§ 28.5.6 Hadronic Interactions

Consider now the case of hadrons, particles that interact both electromagnetically and

strongly, like p, π±,K±, n (protons, pions, kaons, neutrons). These particles can interact
strongly with the nuclei in the medium. In general

1. For low energies (2 GeV ≤ E ≤ 5 GeV) the scattering is elastic and there is no energy
loss

2. For intermediate energies (5 GeV ≤ E ≤ 100 GeV) there is an EM interaction with
the medium which transfers around 100 MeV of energy

3. For high energies (E > 100 GeV) the hadrons interact strongly with the nucleus, and
similarly to the EM case, a shower happens

For the intermediate energy levels we have that σn ≈ πR2
N ≈ π fm2 ≈ 30 mb and the cross

section is inelastic, since the collision is inelastic. σ grows with energy, σ ≈ σ0A2/3.

For the high energy case, considering a beam of hadrons with intensity I(x) = I0 exp(−x/λ)
we can say that

1

A
= σhn = σρ

NA

A

Where λ is the nuclear interaction length, also known as the usual mean free path between
the inelastic collisions. In general σn ≈ 1 b < σEM therefore λ > χ0



CHAPTER 28. ELECTROMAGNETIC INTERACTIONS 348



29 Particle Detectors

Consider a general reaction

p+ p→ H + q1 + q2

Where H is the Higgs boson which decays as usual into two Z0 bosons which decay in

electron-positron or muon-antimuon couples, and q1, q2 are hadron swarms.
The ideal objective is to measure the 4-momentum of all particles. For this various kinds of

detectors are used

§ 29.1 Trackers

Tracker detectors for charged particles which measure p through ionization. They rebuild
the trace of the particle and use the radius of curvature of the path and use it for finding p.
In this case dE

dx must be measurable.

In order to have this reduction of E from ionization we have from Bethe-Bloch that

−dE

dx
∝ CρZ

A
f(βγ)

Inside the detector we have that the reduction of energy is

−dE ∝ ρdx

And therefore we need ρ small (i.e. a gas) and a thin dx

§§ 29.1.1 Cloud Chambers

Cloud chambers are a simple kind of tracker detector composed by a container filled with

saturated vapor.

The charged particles passing through the vapor ionize it, creating bubbles around the ions.

After that the track can be photographed and then the needed values can be measured.

This type of particle detector was used to discover the positron. In that cloud chamber a

6 mm thick slab of Pb was used as a target to slow the particles and a magnetic field was
applied.

349
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Figure 29.1: The picture taken to the cloud chamber in 1932 by Anderson et al. that shown

the production of a positron

From the photo it’s possible to identify a particle going through the lead from the

bottom, with pi = 63 MeV and with pf = 23 MeV. Using χ0,Pb = 5.6 mm we have that

E(χ0) ≈
E0

3

Supposing that the particle is a proton we would have

βγ =
p

mp
=

63

1000
≈ 0.06
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Since it’s clear from the experiment that the particle passed more than 6 cm, we have that
it must be an unknown particle, the positron in this case. Doing the same calculation with

me we get βγ ≈ 120.
A slight modification of this is the bubble chamber, which uses high pressure liquids to create

the saturated vapor. This detector has a much greater spatial resolution with δx ≈ 100 µm

§§ 29.1.2 Nuclear Emulsions

Another kind of tracker detector used is the nuclear emulsion, where gelatinous slabs of

silver bromide AgBr are in a suspension on the slab.
The ionization of charged particles releases electrons that make silver shine engraving the

track permanently on the slab.

This type of detector has a resolution of δx ≈ 1 µm, but it’s slow to analyze, and therefore
it’s useful for processes with low frequencies.

§ 29.2 Ionization Detectors

Ionization detectors function by catching the ionization charge of the particles passing by.

The measured signal depends on dE
dx and on the potential difference ∆V created by two

plates that enclose a noble gas.

Chapak in 1962 proposed the construction of such detector with cathode planes and parallel

anode wires. The spectral resolution of such detector is δx ≈ 300 µm

§§ 29.2.1 Drift Chambers

Drift chambers are ionization detectors made by a multiwire proportional chamber which

measures the time needed for a signal to arrive from one side to another

§§ 29.2.2 Silicon Detectors

Silicon detectors are another kind of ionization detectors. They are really quick and have a

high resolution. They use semiconductors.

Considering that ρSi is big, the detectors are quite thin, with a resolution of δx ≈ 10 µm.
Note that their resolution is deeply tied to the magnetic field B and thickness of the detector
L, in fact we have

δP

P
=

P

0.3BL2
δx (29.1)

I.e., the resolution gets smaller when P grows. Note that

P ≈ 0.3BR

Where P is expressed in GeV, B in T and R in m
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§ 29.3 Calorimeters and Energy Measures

The passage of photons, electron positron pairs and hadrons creates EM or hadronic swarms

inside mediums. Their ionization can excite molecules or atoms inside this medium.

One kind of calorimeter is the scintillator, which records the de-excitation photons of the

swarms (in the visible, close UV spectra). There are two major kinds of scintillators

1. Organic or plastic scintillators made mainly from anthracene, with a response time of

10−8 s

2. Inorganic or crystalline scintillators, made mainly from NaI,CsI,PbWO4 with a re-

sponse time of 10−6 s

The main problem with scintillators is that the medium reabsorbs part of these de-excitation

photons, giving fewer photons to measure, they activate mainly in the close UV region.

The main solution for solving the first problem is using doping materials in order to increase

the scintillation photons.

γ

photocathode

crystal

q accumulator

e− photomultiplier

Figure 29.2: Tiny scheme describing how a scintillator functions

As in the picture, the photocatode is a piece sensible to photons and photoelectric

effects. It creates a landslide effects on diodes that amplify the photo-electron (photoelectric

process’ child particle).

For around 10 nodes it’s possible to have a gain of 104 till 107 depending on the value of
∆V . The charge measured q is proportional to the number of photo-electrons and therefore
proportional to the energy of the photons.

A detector made only of scintillators and photomultipliers is known as a «homogeneous

calorimeter».

The calorimeters use long crystals, such that Nχ0 ≈ 20χ0 in order to contain more or less

all the energy of the EM swarm. Therefore, for a crystal with χ0 = 3 cm in a scintillator it’d

be long at least 50 cm.
Hadronic swarms, on the counterpart are regulated by the interaction length λ >> χ0,

therefore using homogeneous calorimeters would be prohibitive since they’d need to be

really long.

For hadrons usually «sample calorimeters» which use a first scintillator block and multiple

absorbent blocks, permitting an absorption of the hadrons, since λ−1 = ρσ. Inside the
absorber the swarm develops faster and we have

δq ∝
√
N ∝

√
N
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In calorimeters we have
δE

E
≈ a√

E
(29.2)

Where a is a measured constant depending on the calorimeter used. This constant is known
as the characteristic constant of the calorimeter, and it’s known that ahom < asample.

Note also that a higher energy input grants a better resolution, as clear from (29.2)

§ 29.4 Particle Accelerators

A great example, and the first, of particle accelerators, is the well known cathodic tube,

which accelerates electrons using a variation of tension. It’s a typical example of linear

accelerator.

Other famous linear accelerators are PEP-II and BaBAR which managed to reach a
√
s =

90 GeV

§§ 29.4.1 Cyclotrons

Cyclotron accelerators are a type of accelerators which use a magnetic field in order to

accelerate circularly charged particles. It was first suggested by Lawrence in 1959 and

accelerate ions emitted at the center of a circular object composed by two semicircular

“Dee”.

The frequency of a cyclotron is readily calculable using classical electromagnetism, and it’s

equal to

νc =
qB

2πm
(29.3)

This comes since inside the cyclotron there is an uniformly accelerated circular motion caused

by ∆V . Using Newton’s second law we have

F = ma = m
v2

r
= qvB=⇒v

r
=
qB

m

The period of a revolution is fixed by B, and equals

∆T =
1

νc
=

2πm

qB

Note that this formula is not relativistic. In the relativistic formulation, using ∆t = γδτ we
have

νc =
qB

2πγm
γ =

E

m
(29.4)

It’s quick to see that the cyclotron frequency depends on the velocity of the particle (in the

relativistic case), and therefore ultrarelativistc e− are not suitable for a cyclotron.
Ions, being much heavier and slower, are a better particle candidate for use inside cyclotrons.

We have

Tmax =
1

2
mv2max =

1

2
mω2r2
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And therefore, setting r = R with R being the radius of the cyclotron, we get that the
maximum kinetic energy reached by the ions inside the cyclotron is

Tmax =
(qBR)2

2m
(29.5)

For relativistic particles, since if v grows 1/γ decreases, we might suppose to decrease the
cyclotron’s frequency in order to keep valid the previous relation, keeping B constant
This kind of variable-frequency cyclotron is known as a synchro-cyclotron, which use variable

E fields to reach this result.
Another solution is to variate B while keeping νc constant in order to compensate for γ

−1,

these accelerators are known as synchrotrons.

Synchrocyclotrons are usually used for accelerating particles from 10 to 900 MeV, which is
a relatively small acceleration

§§ 29.4.2 Synchrotrons

Synchrotrons are the relativistic counterpart of cyclotrons. They work by fixing the radius R
and variating B for compensating for γ−1 in the synchrotron frequency formula

νs =
qB

2πγm
(29.6)

This kind of accelerator doesn’t need to create poles like the cyclotrons and its “Dees” and

a uniform B field is not needed in all the accelerator, therefore there are multiple dipoles
along the synchrotrons.

The principal limit of synchrotron is Larmor radiation, also known as synchrotron radiation,

with power

PL =
e2

6πε0c3
γ4aP2 (29.7)

Using γ = E/m and p = v2/R we get

PL =
e2E4

6πε0R2m4
(29.8)

Which, for a period ∆T = 2πR/c gives that the energy lost in synchrotron radiation is

∆Elost ∝
E4

m4R2

In order to balance this energy loss it’s needed to make bigger synchrotrons. The biggest (so

far) is the Large Hadron Collider in Geneva, a synchrotron with R = 4.3 km. For electrons
in the LHC (me ≈ 500 keV) we have that the lost energy is proportional to

∆Ee,LHC ≈ 88.5
E4

4300
(29.9)
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Which imposes that for high energy electrons all energy is used to compensate for radiative

losses inside the synchrotron.

For LEP@CERN, an experiment lasted from 1988 till the early 2000, there was
√
s = 90 GeV,

for a single beam energy of 45 GeV. It used the same tunnel of LHC and its radiative losses
per lap were

∆ELEP = 84 MeV/lap

Note that

νLEP =
c

2πR
=

c

27 km
≈ 106 Hz

Note that for what we have seen it’s impossible to accelerate electrons to TeV ranges
without increasing the radius of the synchrotron. From 2000 onwards, using protons, a√
s = 13 TeV has been reached, which corresponds to 6.5 MeV per beam.

A new project is planned, the FCC, a supercollider with a circumference of 100 km built in
Geneva. With these radius it’s possible to reach

√
s = 50 TeV.
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30 Basics of Quantum Field Theory

§ 30.1 Perturbations and Feynman Diagrams

The first question that comes to mind when talking about particle accelerators is why.

The idea is quite simple and comes from E2 = m2 + p2, therefore we can use higher E for
converting it into mass.

This lets us discover heavier particles, create more particles via inelastic collisions and to

obviously discover new particles.

In general we treat a reaction of the kind

a+ b→ c+ d(+f + g + ·)

We need to evaluate the initial and final states for such reactions, and Fermi’s golden rule

comes in handy for this. For FGR, given a transition probability Pfi between an initial state

and a final state is

lim
T→0

Pfi

T
= 2π

∣∣∣M̂fi

∣∣∣2δ (Ef − Ei) (30.1)

Note that different disposition of particles in the final state changes only the kinematics of

the final state, since the 4-momentum is always conserved.

What this actually mean is that M̂fi is independent from the kinematics of the process.

Remember that the decay rate of a reaction is

Γfi =

ˆ
2π
∣∣∣M̂fi

∣∣∣2δ(Ef − Ei)dn = 2π
∣∣∣M̂fi

∣∣∣2ρ(E) (30.2)

Where ρ(E) is the density of states in the phase space and is equal to

ρ(E) =
dn

dEf
(30.3)

It’s important to note that

M̂fi = −i 〈f | ĤI |f〉 (30.4)

357
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Where ĤI is the perturbation Hamiltonian for a system Ĥ = Ĥ0 + ĤI .

Using perturbation theory for such system we have

Ĥ0ψn = Enψni
∂ψ

∂t
=
(
Ĥ0 + ĤI

)
ψ

ψ =
∑
n

an(t)ψne
−iEnt

(30.5)

For a transition |i〉 → |f〉we impose the following approximation conditions on the functions
an(t) {

ai(t) = 1 k = i

ak(0) = 0 k 6= i
(30.6)

Taking the second equation in (30.5) and multiplying on the left by 〈k| we get the following
Schrödinger equation for a k−th state

ȧk(t) = −i
ˆ
ψkĤIψie

i(Ek−Ei)td3r (30.7)

Integrating and rewriting on the RHS the definition of M̂ki, and imposing |k〉 = |f〉 we
have that

Pfi = |af (t)|2 =
∣∣∣∣ˆ t

0
M̂fie

i(Ef−Ei)tdt

∣∣∣∣2 (30.8)

Going over to the second order terms of the perturbation and reinserting everything inside

the Schrödinger equation, where we write the an(t) we found before, we have

ȧk(t) = −iV̂kiei(Ek−Ei)t + (−i)3
∑
n6=i

V̂knV̂ni
En − Ei

ei(Ek−Ei)t = −iV̂ (2)
ki e

i(Ek−Ei)t (30.9)

Where V̂
(2)
ki is the second order perturbation and is equal to

V̂
(2)
ki = V̂ki + (−i)3

∑
n 6=i

V̂knV̂ni
Ei − En

V̂ki = 〈k| ĤI |i〉

(30.10)

The second order transition probability is then

Γ
(2)
fi = 2π

∣∣∣M̂(2)
fi

∣∣∣2ρ(E) (30.11)

Using FGR we have for the conservation of energy δ(Ef −Ei)=⇒Ef = Ei but only to the

first order.

Considering a scattering like Rutherford scattering we have considering second order

corrections

M̂fi ∼
∑
n 6=i

V̂fnV̂ni
Ei − En
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The system in this approximation will jump from the first state |i〉 to accessible states |n〉 to
the final state |f〉 via the transition matrices V̂ni, V̂fn.
By definition we have En 6= Ei 6= Ef , therefore energy is not conserved in this situation.

This is fixed by imposing that states with En >> Ei and En >> Ei are improbable.

A good example of showing graphically these perturbations is using «Feynman diagrams»,

graphs where each vertex corresponds to a degree of perturbation.

At the first order of perturbation we can write as an example the following transition

∣∣e+e−〉→ |γ〉
Which corresponds to a pair annihilation reaction e+ + e− → γ. The first order perturbation
will be graphed as

e−

e+

γ

V̂fi

Figure 30.1: Feynman representation of the first order perturbation V̂fi.

This graph is a ≈ 1 dimensional graph. The only dimension accounted here is time,
which flows from right to left. Matter is drawn as arrows flowing with time and antimatter

(see e+) is drawn with arrows that flow against time. The vertices represent the actual
interaction matrix V̂fi, in this case only for a 1st order perturbation.
With a quick check of this process we see that

1. The incoming particles are a positron and an electron

2. The only outgoing particle is a photon

And therefore

√
si = 2m2

e 6= 0 =
√
sf

Therefore the conservation of energy given by δ(Ef − Ei) is not valid.
More generally, with a reaction a+ b→ X, the diagram would be drawn as
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X

a

b

Figure 30.2: Feynman diagram for the process a+ b→ X

Note that this process can only happen if si = m2
a +m2

b = m2
X = sf , and therefore

doesn’t happen for si > sf .
For second order processes the diagram for the interaction described in (30.1) becomes

⊕

e+

e− e+

e−

V̂ni V̂fn

Figure 30.3: Second order diagram considered as the sum of the two vertexes corresponding

to the transitions |i〉 → |n〉 and |n〉 → |f〉. The photon connecting the two diagram is
known as «virtual» due to its non-physical and non measurable energy En

This diagram is exactly drawn as the sum of two single vertex diagrams corresponding to

a transition |i〉 → |n〉 → |f〉. The photon inside can have En that aren’t possible otherwise,

such as En 6= p2 +m2, the so called «off shell» energies.

What happened in this scattering process, a e+e− → e+e− elastic scattering, is that a virtual
photon mediates the process. Basically the electron and positron annihilate creating a virtual

photon which re-decays into an electron and a positron, which get measured as outgoing

particles.

Note that for Heisenberg this is possible. In fact ∆E∆t ≈ ~ imply that ∆t ≤ ~/∆E, and
therefore for t < ∆t the∆E violations are possible, as long as charge and quantum numbers
are conserved.

§§ 30.1.1 Electrodynamic Processes

For describing electromagnetic processes we can build three basic vertexes which can be

used to build up higher order diagrams
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γ

e−

e+

e−

e−

γ

γ

e−

e+

All these three basic vertexes share one main thing: charge is conserved.

Consider now Rutherford scattering, this process can be described via the following diagram

p
i

p
o

γ

e− e−

ZeZe

Figure 30.4: Feynman diagram for Rutherford scattering

From this diagram we can immediately see that Qi = e(Z − 1) = Qf , since we used

two fundamental vertexes. In order to get something more from this diagram, especially

how to grasp the perturbations from the vertexes we need to do some calculations on the

initial state |i〉 and the final state |f〉. We begin by Born-approximating the wavefunction
of the incoming electron as a planar wave, therefore

ψi =
1√
V
eipir

ψ0 =
1√
V
eipor

(30.12)

Therefore, having an electromagnetic perturbation given by the potential of the nucleus,

we have that our perturbation is

V̂fi = −〈f |
Zα

r
|i〉 = −Zα

V

ˆ
1

r
ei(pi−p

o
)rd3r

Writing q = p
i
−p

f
and qr = qr cos θ and transforming the integral into spherical coordinates

we have

V̂fi = −
Zα

V

ˆ ∞

0
rdr

ˆ 2π

0
dϕ

ˆ π

0
eiqr cos θ sin θdθ
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Taking the third integral and writing d cos θ = − sin θ we have

ˆ π

0
sin θeiqr cos θdθ =

1

iqr

ˆ 1

−1
eiqr cos θd cos θ =

1

iqr

(
eiqr − e−iqr

)
Reinserting it into the integral and integrating with respect to ϕ we have

V̂fi = −
2πZα

iqV

ˆ ∞

0

(
eiqr − e−iqr

)
dr

The last integral can be calculated using something similar to Feynman’s integration trick,

by multiplying the function by a dummy function e−εr and taking the limit for ε→ 0 for
getting back the last result. Substituting and integrating we have

V̂fi = −
2Zπα

iqV
lim
ε→0

(
− 1

iq − ε
− 1

iq + ε

)
= −2Zπα

iqV

2iq

q2

Simplifying, we get

V̂fi = −
−4Zπα
V q2

(30.13)

Using M̂fi = −iV̂fi we get the transition matrix, and the transition probability as

M̂fi =
4iZπα

V q2∣∣∣M̂fi

∣∣∣2 = 16Z2π2α2

V 2q4

(30.14)

Which implies σ ∝ Z2α2q−4.

Going back to the diagram and remembering that each vertex represents a perturbation

we have, for the vertex of the nucleus a charge of Ze and a contribute of
√
α, for the

other one we have another contribution
√
α with charge e, connected by a virtual photon,

which contributes for the moment with a so called «propagator». The photon propagator

is proportional to q−2, and therefore, simply by looking at the two vertexes in natural units

(e = 1), we get

M̂fi =
√
α
1

q2
Z
√
α =

Zα

q2
(30.15)

Which is what we found up to a factor of −i4π.
Consider now as a second example of these rules the process of Compton scattering.

The diagram for this process will be
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e−

e−

e−

γ

γ

Figure 30.5: Second order diagram for Compton scattering

Using Feynman rules on vertexes we have that M̂fi ≈
√
α
√
α = α, and therefore we

can immediately suppose that σ ∼
∣∣∣M̂fi

∣∣∣2 ≈ α2.

One quick thought about conservation laws makes clear that if the virtual particle in the

diagram must be an electron, because the number of leptons must be conserved in all

vertexes. Note that if the virtual particle was a baryon like a proton, it also wouldn’t be

right since the number of baryons isn’t conserved.

Also consider a quick thing, if the outgoing particles were switched in the diagram, the

result would be the same, although we must consider this diagram’s contribution in the

final calculations.

Take now the Bremsstrahlung radiation, this process corresponds to the following third

order diagram For this diagram we have M̂fi ∝ Z
√
α
√
α
√
α 1

q2
, therefore σ ∝ Z2α3/q4.

e−

γ

e− e−

Ze

Ze

γ

Figure 30.6: Bremsstrahlung effect third order Feynman diagram

Confronting the obtained cross section to the one for Rutherford scattering we get σR ∝ α2,

and σBrem ∝ α3, with α = 1/137.
Going down this path of describing electrodynamic processes with Feynman diagrams we

impact ourselves in a new Feynman rule for electromagnetic interactions: vertexes can’t
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have multiple photons reaching them, therefore this diagram is impossible

γ

γ
N

N

Figure 30.7: An impossible diagram

And now one might think, how can I build a pair production diagram? The answer is:

add a virtual particle between the photonic vertexes. The searched diagram then is

γ

e−

γ

e−

e+

Ze

Ze

Figure 30.8: Maybe fix this? idk not sure probably pair production

By just looking at the diagram we have M̂fi ∝ Z
√
α
√
α
√
αq−2 = Zα3/2/q2.

Another interesting process is Bhabha scattering, e+e− → e+e−. This diagram is pretty
simple to draw

γ

e− e−

e+e+

Figure 30.9: Bhabha scattering diagram

γ

e+

e+e−

e−

Figure 30.10: A symmetric version of the same

bhabha scattering diagram
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By checking the nodes of this diagram we get immediately that σ ∝ α2/q4

§ 30.2 Klein-Gordon Equation and the Yukawa Potential

Yukawa in 1935, using the idea of virtual mediator particles went on trying to explain the

nuclear force between nucleons. Experimetally it had been seen that it was a short range

force, and that there is a symmetry between neutrons and protons.

From classical EM we know that the electrostatic potential generated by a pointlike charge

at the origin solves the inhomogeneous Poisson equation

∇2V = −eδ3(r) (30.16)

The solution is an integral retarded potential

V (r) =

ˆ
V

ρ(r′)

|r − r′|
d3r′ (30.17)

For time dependent potentials, defining � = ∂µ∂µ = ∂2t −∇2 the Maxwell equations are

� (E,B) = 0 (30.18)

Where, in the potential formulation become, writing a 4-potential Aµ = (φ,A)

∂2φ

∂t2
−∇2φ = ρ

∂2A

∂t2
−∇2A = J

(30.19)

Taking only the first of the two equations, we might think to quantize this equation imposing

i∂t → Ê and −i∇ → p̂, getting the following equation

�φ =
(
Ê2 − p̂2

)
φ = 0 (30.20)

It’s immediately clear that we must have E = p, and therefore this equation works only for
massless particles.

Since we’re dealing with massive particles we might immediately think to substitute E2 =
m2 + p2, getting what is known as the «Klein-Gordon equation», which satisfies a massive
mediation of the potential(

Ê2 − p̂2 +m2
)
φ =

(
�+m2

)
φ = 0 (30.21)

Fitting it into the stationary case of the nucleon with a nuclear charge g 6= 0 at r = 0 we
get the following equation (

∇2 −m2
)
φ(r) = −gδ3(r) (30.22)
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Which has for solution the Yukawa potential for the strong interaction

φ(r) = − g

4πr
e−mr (30.23)

This potential corresponds to a shielded couloomb interaction.

In natural units we have that mr is adimensional, and using ∆E∆t ≈ ~ with ′DE ≈
mc2,∆t ≈ R/c with R ≈ 1.5 fm we get that

mc2 ≈ ~c
R
≈ 150 MeV

The mediating particle for this process must have a mass of m ≈ 150 MeV, so Yukawa
theorized the existence of a mesotron particle which mediates the nuclear force.

From experiments we now know that this mesotron, or better known as pion, isn’t an ele-

mentary particle, and therefore Yukawa’s model is effective in explaining these interactions

but it’s not a fundamental one.

In general a charged pion π2 is a meson (quark-antiquark bound state), with state
∣∣ud〉.

We might think to find this pion propagator using Yukawa’s potential as a perturbation to

Born states, which gives

〈f | − g

4πr
e−mr |i〉 = −i g

2

4π

1

q2 +m2
(30.24)

This propagator is similar to the photon propagator, and using αEM = e2/4π we might
think to construct a “fine structure constant” for strong interaction, which is αS = g2/4π.
In general for a massive potential we have a propagator of the following kind

〈f | ĤI |i〉 = −iα
1

q2 +m2
(30.25)

Supposing a force with m2 >> q2 we can see immediately that the momentum exchanged
between the interacting particles is negligible with respect to the mass of the mediating

particle, which lets us approximate the propagator to

〈f | ĤI |i〉 ≈ −iα
1

m2
(30.26)

§§ 30.2.1 Weak Interactions

We might think to apply this approximation to Fermi’s interactions, with ĤI = GF . The

weak interaction that Fermi studied is a finite range interaction. Let’s suppose that this

interaction is mediated by a massive particle with charge gw and mass mw, the potential for

such interaction is analoguous to Yukawa’s potential

Vw = − gw
4πr

e−mwr (30.27)
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Writing ĤI = gwVw = GF we get from experimental values

GF =
g2w

4πm2
w

= 1.16 · 10−5 MeV−2 (30.28)

Which suggests a mass of the weak mediator, in terms of measurable quantities, of

mw =
(gw
e

)2 αEM

GF
≈
(gw
e

)2
102 MeV (30.29)

In order to discover this newW particle a new particle accelerator was built at LEP, which

was the combination of a proton-synchrotron and an antiproton-synchrotron, which was

used to verify the following theoretical reaction

p+ p→W+ +X (30.30)

Considering a cross beam interaction with two targets we have

Ep = Ep = 270 GeV,
√
s = 2Ep = 540 GeV

The confirmation of this reaction awarded a Nobel prize in 1984 to Rubbiz and Van der

Meer.

So far we have listed three fundamental forces: Electromagnetism, strong force and the

weak force, all mediated by particles, respectively γ, g,W±/Z0. The second mediator is

known as the «gluon» and it’s a massless particle, which is not predicted by Yukawa’s

theory, although it’s effective to explain nuclear phenomena.

Only one fundamental force is missing a mediator particle, which is gravity. The idea of a

«graviton» particle which for now there haven’t been any experimental verifications.

§ 30.3 Symmetries

As we know from Nöther’s theorem, each constant of motion corresponds to a simmetry of

the system.

Considering reactions a+ b→ c+ d, we immediately know that a conserved quantity in
the reaction is a symmetry of the transition Hamiltonian ĤI .

There are 4 kinds of symmetry we might consider

1. Continuous symmetries

• Temporal traslations, which correspond to E conservation

• Spatial translations, which correspond to p conservation

• Spatial rotations, which correspond to L conservation

2. Gauge symmetries, which correspond to q conservation

3. Fundamental symmetries, like the lepton number conservation, baryon number con-

servation, etc.

4. Non-spatial rotations, which correspond to the conservation of a new quantity known

as Isospin Î
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§§ 30.3.1 Discrete Transformations

Going to the quantum world with our symmetries we can list immediately three discrete

symmetries

• Parity reflection, P̂ : r̂ → −r̂

• Charge conjugation, Ĉ : q → −q

• Time inversion, T̂ : t→ −t

These laws are multiplicative, and as an example the matter-antimatter symmetry corre-

sponds to a ĈP̂ transformation.

§§ 30.3.2 Leptonic Number

Consider a weak interaction like the β decay, with reaction

n→ p+ e− +X

Considering Reines-Cowan’s experiment which supposes a reaction X + p → n + e+, a
possible reaction with Q > 0, we have a problem, and the reaction was never observed.
It was theorized the existence of a leptonic number associated with the electron Le, for

which ∆Le = 0 in reactions.
Leptonic matter accounts for L = 1, while leptonic antimatter for L = −1. In leptonic
matter also neutrinos are accounted, and we can make a list of couples lepton/neutrino.(

e−

νe

)
Le = 1

(
µ−

νµ

)
Lµ = 1

(
τ−

ντ

)
Lτ = 1 (30.31)

And antilepton/antineutrino(
e+

νe

)
Le = −1

(
µ+

νµ

)
Lµ = −1

(
τ+

ντ

)
Lτ = −1 (30.32)

For all interactions, a violation of the conservation of the leptonic number was never

observed, and therefore it’s possible to assume

∆Li = 0 i = e, µ, τ (30.33)

§§ 30.3.3 Baryonic Number and Isospin

Segré with its experiment discovered the antiproton, was searching for the proof of the

existence of the following reaction

p+ p→ p+ p+ p+ p (30.34)
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This reaction corresponds to an inelastic scattering of two protons, but there are also other

reactions possible
p+ p→ p+ p+ π+ + π−

p+ p→ p+ p+ π0

p+ p→ p+ p

From his eperiment it was discovered that mp = mp, but also a new question arises. Why is

this reaction not observed?

p+ p→ p+ p+ π+ + π+

This non-possibility of the previous reaction brings us to the conservation of the baryonic

number B.
A baryon (antibaryon) is a composite particle composed by three quarks (antiquarks)

B =

q1q2
q3

 B =

q1q2
q3

 (30.35)

For each baryon a baryonic number N is associated, which evaluates to ±1 if the particle
considered is either a baryon or an antibaryon. Particles like the pions π±, π0 are known as
«mesons» and are composed of a quark/antiquark bound state

M =

(
q1
q2

)
(30.36)

Counting 1/3 for each quark and −1/3 for each antiquark we have that mesons contribute
with NB = 0 and each baryon with NB = ±1 as we said before.
The question remains, why doesn’t that reaction happen, since the baryonic number is

conserved? In order to explain this we have to dwelve deeper into the physics of this.

Sincemn−mp ≈ 1MeV, nuclear interactions do not distinguish neutrons from protons. Due
to the non-degeneration theorem we know that there exists a new degree of freedom of

the system with an associated quantum number in order to account to this strong symmetry

between n, p.
This new degree of freedom is the «Isospin», which its algebra corresponds exactly to the

spin algebra, a rotation group.

We have for protons and neutrons

|p〉 = |I, I3〉 =
∣∣∣∣12 , 12

〉
|n〉 = |I, I3〉 =

∣∣∣∣12 ,−1

2

〉 (30.37)

Accounting for this, nuclear interactions are invariant under isospin transformations.

Note that for pions ∣∣π+〉 = |11〉∣∣π0〉 = |10〉∣∣π−〉 = |1− 1〉
(30.38)
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§ 30.4 Isospin

Isospin was a property first introduced by Heisenberg in order to explain strong nuclear

interactions between protons and neutrons.

This property behaves algebrically as angular momentum and it can be used for classifying

known Hadrons, estimate strong cross section and to theorize states which are not yet

observed.

In strong interactions isospin is conserved, indicating that it’s a symmetry of the strong

interaction Hamiltonian.

Let’s begin considering a bound neutron-proton state, deuterium 2
1H. As we know from

before we have

|p〉 = |I, Iz〉 =
∣∣∣∣12 , 12

〉
|n〉 = |I, Iz〉 =

∣∣∣∣12 ,−1

2

〉
Using the angular momentum summation rules we have that, for a state |np〉 we have
I = 0, 1 which implies the existence of three states plus one with total Iz = −1, 0, 1, these
triplet states correspond to the couple |pp〉 , |np〉 , |nn〉 plus |np〉 and are

|pp〉 = |p〉 |p〉 = |1, 1〉

|np〉 = 1√
2
(|n〉 |p〉+ |n〉 |p〉) = |0, 1〉

|nn〉 = |n〉 |n〉 = |1,−1〉

(30.39)

The previous states are known, as for spin, triplet symmetric isospin states. The additional

remaining state is the singlet antisymmetric state

|np〉 = 1√
2
(|n〉 |p〉 − |n〉 |p〉) = |0, 0〉 (30.40)

Experimentally triplet states are not observed, therefore we can safely assume that for a

deuterium nucleus, (deuteron, d) we have

|d〉 = |np〉 = |00〉 (30.41)

§§ 30.4.1 Pion-Nucleon Scattering

Consider the scattering between pions and nucleons

π±,0 + (p, n)→ π±,0 + (p, n) (30.42)

Considering the isospin for the system and noting that Iπ = 1, Ip,n = 1/2 we have that for
the initial state

|i〉 = |1, a〉+
∣∣∣∣12 , b

〉
= α

∣∣∣∣32 , a+ b

〉
+ β

∣∣∣∣12 , a+ b

〉
(30.43)
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The scattering process can be seen as the addition of an interaction Hamiltonian ĤS which

is invariant for isospin, and considering a final state

|f〉 = γ

∣∣∣∣32
〉
+ δ

∣∣∣∣12
〉

(30.44)

We have that, using the selection rule ∆I = 0

〈f | ĤS |i〉 = a

〈
3

2

∣∣∣∣ ĤS

∣∣∣∣32
〉
+ b

〈
1

2

∣∣∣∣ ĤS

∣∣∣∣12
〉

= aM̂3 + bM̂1 (30.45)

The final cross section will then be

σ ∝ |a|2
∣∣∣M̂3

∣∣∣2 + |b|2∣∣∣M̂1

∣∣∣2 + abM̂1M̂3 (30.46)

Using Clebsch-Gordan coefficients we can already see how these transition matrices will

decompose.

Noting that pions are isospin 1 and nucleons are isospin 1/2 system we have a 3⊗ 2 system.
From the table B we have that such state will decouple in a symmetric quadruplet and an

antisymmetric doublet (remembering that Iπz = 1, 0− 1 and I
(n,p)
z = 1/2,−1/2) giving for

π+ + p→ π+ + p and π− + n→ π− + n

σ ∝
∣∣∣M̂3

∣∣∣2 (30.47)

Due to symmetry one immediately expects that N(π− + p) = N(π+ + n) where

σπ−p ∝
1

3

∣∣∣M̂3

∣∣∣2 + 2

3

∣∣∣M̂1

∣∣∣2 + 2

9
M̂1M̂3 (30.48)

Expanding for the other possible reaction and remembering that ĤS is orthonormal in the

total isospin basis the remaining cross sections (and therefore also the number of reactions)

are easily calculable

§§ 30.4.2 Isospin and Charge

Consider a nucleus (A,Z), using Ipz = 1/2, Inz = −1/2 we have that the total z−projection
of isospin will be

Iz =
Z

2
− A− Z

2
(30.49)

Inverting for Z we have a direct connection between isospin and charge

Z = Iz +
A

2
(30.50)

Considering that A is the total number of neutrons and protons in the nucleus, we have
from Gell-Mann-Nishijima that for a generic system with baryonic numberB the total charge
will be given by the following equation

Q = I3 +
B

2
(30.51)
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This clearly also works for mesons, in fact taking π+ as an example, for which Q = 1

Qπ+ = 1 +
0

2
= 1

The later discovery of strange particle broke this formula, which was fixed by defining a

hypercharge, which is defined as

Y = B + S (30.52)

With B being the baryonic number and S the strangeness number. The introduction of the
quark model with charm, strange, top and bottom quarks then defined the hypercharge

as the sum of the quantum numbers of all the previous quarks, giving for the Nishijima

equation

Q = Iz +
B + s+ c+ b+ t

2
= Iz +

Y

2
(30.53)

Note that that strange and bottom quarks reduce s, b by 1 like antitop and anticharm quarks
reduce charm and top quantum numbers. Remember that this is purely a convention
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A Mathematical Methods

§ A.1 Properties of the εijk Tensor

We have defined in the chapter on 3D system, the Levi-Civita tensor, a completely antisym-

metrical unit tensor that can be used to define cross products using tensor notation, and

ease the calculus of multiple cross products. Some properties of this tensor, that can be

particularly useful, are the following ones

εijkεilm = δjlδkm − δjmδkl (A.1a)

εijkεijl = 2δkl (A.1b)

εijkεijk = 6 (A.1c)

In general, we can write the following identity

εijkεlmn = det

δil δim δin
δjl δjm δjn
δkl δkm δkn

 =

= δil (δjmδkn − δjnδkm)− δim (δjlδkn − δjnδkl) + δin (δjlδkm − δjmδkl)

(A.1d)

For a matrix aij , we can write its determinant in two ways using the Levi-Civita tensor

det(aij) = εi1···ina1i1 · · · anin (A.1e)

det(aij) =
1

n!
εi1···inεj1···jnai1j1 · · · ainjn (A.1f)

Coupling these rules to the properties of vector products, we get the following identity for

operators

â× (b̂× ĉ) = b̂(â · ĉ)− (â · b̂)ĉ+
[
âj , b̂

]
ĉj (A.2a)

Proof. Let’s write the cross product in tensor notation, using the Levi-Civita tensor

εkjiâ
jεilmb̂

lĉm = εkjiεilmâ
j b̂lĉm = −εijkεilmâj b̂lĉm

= −
(
δ̂jlδ̂km − δ̂jmδ̂kl

)
âj b̂lĉm = âj b̂k ĉj − âj b̂j ĉk =

=
[
âj , b̂k

]
ĉj + b̂kâj ĉj − âj b̂j ĉk

375
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Where we used the usual index contraction rules with the kronecker symbol, where δija
j =

ai. Usually it’s made in terms of the metric tensor gij = 〈ei|ej〉 as basis vectors, but in non
relativistic cases we simply have gij = δij

Another useful for vector products of operators that is useful is the following

â× b̂ = −b̂× â+ εijk

[
âj , b̂k

]
(A.2b)

Proof. This proof is straightforward using the antisimmetry of the tensor εijk, and yields
the following result

â× b̂ = εijkâ
j b̂k = εijk

([
âj , b̂k

]
+ b̂kâj

)
= −εikj b̂kâj + εijk

([
âj , b̂k

])

Although a proof for the next relation won’t be given, we’ll list it due to its usefulness

in quantum mechanical calculations(
εijkâ

j b̂k
)2

= â2b̂2 −
(
âib̂i

)
− âj

[
âj , b̂k

]
b̂k + âj

[
âk, b̂k

]
b̂j − âj

[
âk, b̂j

]
b̂k − âj âk

[
b̂k, b̂j

]
(A.2c)

In the special case of
[
âi, b̂j

]
= γδij with γ ∈ C and

[
b̂i, b̂j

]
= 0, it yields the following

special case (
εijkâ

j b̂k
)2

= â2b̂2 −
(
âib̂i

)2
+ γâib̂i (A.2d)

Now, considering the curl as a vector product between the nabla operator and a vector

field (∇× F ), we can also write the following identity

∇× F = εijk
∂F k

∂xj
(A.3)

In general coordinates, indicating the Jacobian as J := det(∂jxi), we can write the following
identity

∇× F = Jεijk
∂F k

∂xj
(A.4)

Which generalizes the vector product.

§ A.2 Special Functions

§§ A.2.1 Spherical Harmonics

Spherical Harmonics appear in the chapter of quantum angular momentum, where they’re

defined as the eigenfunctions of the orbital angular momentum.
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Simplifying our calculus, we give the definition, and actual calculation of spherical harmonics

as the actual search for the eigenfunctions of orbital angular momentum.

So, using directly spherical coordinates in 3 dimensions, we already have that the L̂z is

written simply as follows

L̂z → −i~
∂

∂φ
(A.5)

Since
[
L̂z, L̂

2
]
= 0, we also write out L̂2, as it is needed to solve our equation

L̂2 → −~2
(
csc2 θ

∂2

∂φ2
+ csc θ

∂

∂θ
sin θ

∂

∂θ

)
(A.6)

By definition, we get that the eigenfunctionsmust solve the following equations «simultaneously»

L̂zf(θ, φ) = −i~
∂f

∂φ
= ~mf(θ, φ)

L̂2f(θ, φ) = −~2
(
csc2 θ

∂2

∂φ2
+ csc θ

∂

∂θ
sin θ

∂

∂θ

)
f(θ, φ) = ~2l(l + 1)f(θ, φ)

(A.7)

Due to symmetry, f must also be cyclic in φ mod 2π, hence f(θ, φ) = f(θ, φ+ 2π). Due
to the shape of the system of differential equation, we suppose that f is really the product
of two function of the single variables, hence we imply that

f(θ, φ) = g(θ)h(φ)

The first equation is of immediate solution in this way, and we have that

−i~g(θ)∂h
∂φ

= ~mg(θ)h(φ) (A.8a)

Hence, finally, solving the equation we get

h(φ) = g(θ)keimφ (A.8b)

k is simply a multiplicative constant, and without loss of generality can be set to be k = 1
In order for h(φ) = h(φ+ 2π) to be true, then m ∈ N.
The second equation isn’t that simple to solve, and after applying the separation of variables

and, utilizing the property of h(φ), for which h(φ) 6= 0 ∀φ, we get

csc θ
∂

∂θ
sin θ

∂g

∂θ
−m2 csc2 θg(θ) = −λg(θ) (A.9)

There is a way in order to “simplify” this differential equation. We define the following

nontrivial sostitution {
ξ = cos θ

F (ξ) = g(θ)
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The equation (A.9) then becomes a general form of the Legendre differential equation

d

dξ

(
(1− ξ2)dF

dξ

)
− m2

1− ξ2
F (ξ) + λF (ξ) = 0 (A.10)

In order to solve (A.10) firstly we imposem = 0, and then we suppose that F (ξ) is analytical,
and hence it holds that

F (ξ) =
∞∑
k=0

akξ
k

Using a method analogous to the analytical solution of the quantum harmonic oscillator,

we derive, substitute our indexes and plug the result inside our differential equation. We

get then the following equation

∞∑
k=0

(ak(λ− k(k + 1)) + (k + 1)(k + 2)ak+2) ξ
k = 0 (A.11)

This is true «if and only if» the following recurrence relation is true

− λ− k(k + 1)

(k + 1)(k + 2)
ak = ak+2 (A.12)

In our quantum case, it’s evident that λ = l(l + 1). Looking at the recurrence relation, we
see that it’s actually the recurrence relation of the Legendre polynomials, that are defined

by the Rodrigues’ formula

Pl(ξ) =
1

2ll!

dl

dξl
(
ξ2 − 1

)
(A.13)

For completeness, we add that using this formula, we get that the k-th element of the
succession ak is, for even l + k, the following (with k fixed)

ak =
1

2ll!
(−1)

l−k
2

(
l

1
2(l + k)

) l∏
α=1

(k + α)

It’s evident that Pl(±1) = (±1)l. For m 6= 0 we have that the equation is solvable only for
m ≤ l, and it’s solved by the Legendre functions of the first kind, defined as follows

Pm
l (ξ) =

(1− ξ2)
m
2

2ll!

dl+m

dξl+m

(
ξ2 − 1

)l
(A.14)

Having finally solved the second equation, we remember that the eigenfunction f is the
product of g and h, and it’s exactly the spherical harmonics Y m

l (θ, φ), which their normalized
counterpart is defined as follows

Y m
l (θ, φ) =

√
2(l + 1)(l −m)!

4π(l +m)!
(−1)meimφPm

l (cos θ) (A.15)
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Since it’s possible to define m ≤ 0 but m ≥ −l, we have this property which is impossible
for the associated Legendre Functions, and, we get that

Y −m
l (θ, φ) = (−1)mY m

l (θ, φ) (A.16)

This condition, finally our searched bounds form, which can take only values in a set I ⊂ Z,
where I = [−l, l]

§§ A.2.2 Confluent Hypergeometric Function and Laguerre Polynomials

The Confluent Hypergeometric Function F (α, γ, z) is an analytic complex function, defined
as follows

F (α, γ, z) =

∞∑
n=0

(α)n
(γ)n

zn

n!
∀z ∈ C (A.17)

Where α ∈ C, γ ∈ Z. The misterious application on α and γ is called the Pochhammer
symbol and it’s defined as follows

(a)n =


1 n = 0

n−1∏
k=0

(a+ k) n > 0
(A.18)

The need for this function comes from the theory of differential equations. Let’s define a

linear differential operator as follows

L̂F = z
d2

dz2
+ (γ − z) d

dz
− α (A.19)

The only function that solves the equation L̂F f(z) = 0 is a superposition of confluent
hypergeometric functions, where

f(z) = c1F (α, γ, z) + c2z
1−γF (−α+ γ + 1, α− γ, z) (A.20)

A curious property is given if α = −n where n ∈ N. Then, the confluent hypergeometric
function is a polynomial, defined as follows

F (−n, γ, z) = z1−γez

(γ)n

dn

dzn
(
e−zzγ+n−1

)
(A.21)

If we also have γ = m and m ∈ N then the polynomial is defined differently, as follows

F (−n,m, z) = (−1)m+1ez

(m)n

dm+n−1

dzm+n−1

(
e−zzn

)
(A.22)

In the added special case where 0 ≤ m ≤ n, we get a particular case, which is fundamental
in the physics of hydrogenoid atoms, for which the confluent hypergeometric function
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is directly proportional to Laguerre polynomials, which describe the radial part of the

wavefunction. Hence, we have

F (−n,m, z) ∝ Lm
n (z)

Where, Lm
n (z) are the generalized Laguerre polynomials, and are defined from the confluent

hypergeometric function as follows

Lm
n (z) =

(−1)m(n!)2

m!(n−m)!
F (−(n−m),m+ 1, z) (A.23)

Substituting this in (A.22), we get the Rodrigues formula for generalized Laguerre polyno-

mials

Lm
n (z) =

(−1)mn!
(n−m)!

ezz−m dn−m

dzn−m

(
e−zzn

)
(A.24)

For m = 0 we get the Laguerre polynomials, which, from the previous formula are then
defined as follows

Ln(z) = ez
dn

dzn
(
e−zzn

)
(A.25)

Hence, from the confluent hypergeometric function, we can define both as follows

Lm
n (z) = (−1)mn!

(
n
m

)
F (−n+m,m+ 1, z)

Ln(z) = n!F (−n, 1, z)
(A.26)

§ A.3 Generalized Riemann ζ Functions and Bernoulli Numbers

In quantum statistical mechanics we end up analyzing integrals of the generalized ζ functions,
defined as follows

gs(z)

fs(z)

}
=

1

Γ(s)

ˆ
R+

xs−1

exz−1 ∓ 1
dx (A.27)

It’s possible to evaluate the integrals of some values for the two functions through direct

evaluation and usage of the properties of the Riemann ζ function, as follows for gs(1)

gs(1) =
1

Γ(s)

ˆ
R+

xs−1

ex + 1
dx =

∞∑
k=1

(−1)k+1

ks
=

∞∑
k=1

1

ks
− 2

∞∑
n=1

1

(2n)s

gs(1) = (1− 21−s)ζ(s)

(A.28)

And equivalently for fs(1)

fs(1) =
1

Γ(s)

ˆ
R+

xs−1

ex − 1
dx =

∞∑
k=1

1

ks
= ζ(s) (A.29)
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From the residue theorem tho, we can write the integral form of the Riemann ζ

ζ(s) =
1

4i

ˆ
γ

cot(πz)

zs
dz (A.30)

Before continuing, we introduce the following formula

1

2
cot
(z
2

)
= 1−

∞∑
n=1

B2nz
2n

(2n)!
(A.31)

Where Bn are the Bernoulli numbers. Therefore, for even numbers s = 2k ∈ Z we can
write

ζ(2k) =
(2π)k

2(2k)!
Bk (A.32)

Using then the definitions (A.28) and (A.29), we can directly calculate the following integrals,

that often pop out in quantum statistical mechanics calculations

g2k(1) = (22k−1 − 1)ζ(2k) = π2k(22k−1 − 1)
Bk

(2k)!

Γ(2k)g2k(1) = (2k − 1)!ζ(2k) = π2k(22k−1 − 1)
B2k

2k

Γ(2k)f2k(1) = (2k − 1)!ζ(2k) =
(2π)2k

4k
Bk

(A.33)

§ A.4 Saddle Point Method

The saddle point method of approximation of integrals comes from the problem of analyzing

the asymptotic behavior of an integral depending from a parameter λ for λ→∞, where
the integral is defined as I(λ) : R→ C, with

I(λ) =

ˆ
γ
eλf(z)g(z) dz (A.34)

Where f, g : D → C, f, g ∈ H(D) (they are both holomorphic function), and γ is a piecewise
smooth curve such that {γ} ⊂ D.
Without loss of generality we can take λ ∈ R, λ > 0.
Before going directly for the complete calculus in C, we begin by supposing that the integral
is in a real interval [a, b] and both functions f, g are smooth in this interval.
Supposing that the function f has a maximum in a point t0 ∈ [a, b], we approximate around
this point with a Taylor expansion at the second order and substitute it back into the integral

f(t) = f(t0) +
1

2
f ′′(t0)(t− t0)2 +O

(
(t− t0)3

)
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And therefore

I(λ) =

ˆ b

a
eλ

(
f(t0)− 1

2
|f ′′(t0)|(t−t0)2+O

(
(t−t0)3

))
(g(t0) +O((t− t0))) dt (A.35)

Using the substitution u =
√
λ|f ′′(t0)|(t− t0) we obtain

I(λ) =
eλf(t0)g(t0)√
λ|f ′′(t0)|

ˆ (b−t0)
√

λ|f ′′(t0)|

−(t0−a)
√

λ|f ′′(t0)|
e
− 1

2
u2+O

(
(u(λ|f ′′(t0)|)−

1
2 )3

) (
1 +O

(
(u(λ

∣∣f ′′(t0)∣∣)− 1
2 )
))

dt

(A.36)

Assuming that g(t0) 6= 0 and approximating the integral with
√
2π we obtain that asymp-

totically we obtain

I(λ) '

√
2π

λ|f ′′(t0)|
eλf(t0)g(t0) (A.37)

Without approximating the integral of the exponential, we can impose the variable substitu-

tion u = f(t0)− f(t) and evaluating in the intervals [a, t0) ∪ (t0, b] where the function f(t)
is strictly monotonous, we have that

I(λ) = eλf(t0)

(ˆ f(t0)−f(b)

0
G+(u)e

−λu d(u)−
ˆ f(t0)−f(a)

0
G−(u)e

−λu du

)
(A.38)

Where, the two functions G± are defined as follows

G±(u) =
g(t)

f ′(t)

∣∣∣∣
t=f−1

± (f(t0)−u)

Expanding the function g/f ′ we get

g(t)

f ′(t)
=

g(t0)

f ′′(t0)
(t− t0)−1 +

(
g′(t0)

f ′′(t0)
− g(t0)f

′′′(t0)

2(f ′′(t0))2

)
+O(t− t0) (A.39)

Therefore, inserting the previous u-substitution, we get that (t− t0) = ±
√
2u/|f ′′(t0)| and

therefore we get

G±(u) = ∓
g(t0)√
2|f ′′(t0)|

u−
1
2 +

(
g′(t0)

f ′′(t0)
− g(t0)f

′′′(t0)

2 (f ′(t0))
2

)
+O

(√
u
)

(A.40)

For λ→∞ we then obtain

ˆ f(t0)−ai

0
G±(u)e

−λu du = ± g(t0)√
2|f ′′(t0)|

√
π

λ
+

1

λ

(
g′(t0)

f ′′(t0)
− g(t0)f

′′′(t0)

2 (f ′′(t0))
2

)
+O

(
λ−

3
2

)
(A.41)

In conclusion, we obtain

I(λ) =

√
2π

λ|f ′′(t0)|
eλf(t0)g(t0) +O

(
λ−

3
2 eλf(t0)

)
(A.42)
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Now, going back to the complex case, we have parameterizing the curve γ, that

I(λ) =

ˆ b

a
eλf(γ(t))g(γ(t))γ′(t) dt (A.43)

In order to make sure that the saddle point approximation is applicable, we chose a specific

parametrization of this curve, which must be inside an open ball from a simple critical point

(saddle point) z0 ∈ D of the function f(z). We can therefore choose two curves, one of
“steepest climb” (γ+) and one of “steepest descent” (γ−), orthogonal to each other and
defined as follows{

γ+(t) = z0 + (t− t0)e−
i
2
Argf ′′(z0) t0 − ε < t < t0 + ε

γ−(t) = z0 + (t− t0)ei
(
π
2
− 1

2
Argf ′′(z0)

)
t0 − ε < t < t0 + ε

(A.44)

In these curves, we have that

Ref(γ±(t)) = Ref(z0)±
1

2

∣∣f ′′(z0)∣∣(t− t0)2 +O((t− t0)3)
Imf(γ±(t)) = Imf(z0) +O

(
(t− t0)3

)
Using an homotopy transformation we can map γ → η, where η is a new curve that
coincides with γ− for t ∈ [t0 − ε/2, t0 + ε/2], coincides with γ outside the open ball Bε(z0)
and joins back with γ on the frontier of the ball.
We then get

I(λ) =

ˆ
η
eλf(z)g(z) dz =

=

ˆ t0− ε
2

a
eλf(η(t))g(η(t))η′(t) dt+

ˆ t0+
ε
2

t0− ε
2

eλf(γ−(t))g(γ−(t))γ
′
−(t) dt

+

ˆ b

t0+
ε
2

eλf(η(t))g(η(t))η′(t) dt

(A.45)

Applicating now the saddle point approximation, we get that for λ→∞

I(λ) =

√
2π

λ|f ′′(z0)|
eλf(z0)g(z0)e

i
(
π
2
− 1

2
Argf ′′(z0)

)
+O

(
λ−

3
2 eλf(z0)

)
(A.46)

If we have more than one simple critical point for f(z) along γ, the solution will be a sum
of terms of the kind (A.46)
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B Clebsch-Gordan Table

In this appendix, we give the table of Clebsch-Gordan coefficients used in the addition of

angular momenta, in order to switch from a common basis between Ĵ2
1 , Ĵ

2
2 , Ĵz1, Ĵz2 to the

new “total” common basis of Ĵ2
1 , Ĵ

2
2 , Ĵ

2, Ĵz, where the total angular momentum operator
is defined as follows

Ĵ = Ĵ1 ⊗ 1̂+ 1̂⊗ Ĵ2

Ĵz = Ĵz1 ⊗ 1̂+ 1̂⊗ Ĵz2

Ĵ2 =
(
Ĵ1 ⊗ 1̂+ 1̂⊗ Ĵ2

)2 (B.1)

Its eigenvalues are the following

Ĵ2 |j1, j2, j,m〉 = ~2j(j + 1) |j1, j2, j,m〉
Ĵz |j1, j2, j,m〉 = ~m |j1, j2, j,m〉

(B.2)

And are subject to the following constraints

m = m1 +m2, −j ≤ m ≤ j
0 ≤ |j1 − j2| ≤ j ≤ j1 + j2

(B.3)
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C Tensor Spherical Harmonics

In this appendix, we will treat the particular theme of spin-orbit angular momenta addition,

and tensor spherical harmonics.

We define our total angular momentum as follows

Ĵ = L̂⊗ 1̂+ 1̂⊗ Ŝ (C.1)

We then define our common basis between these operators and their projections, as in the

general rules of angular momenta addition, using Clebsch-Gordan coefficients

|lsjm〉 =
l∑

ml=−l

s∑
ms=−s

〈lsmlms|lsjm〉 |lsmlms〉

By definition we then have that the eigenvalues of Ĵ2, Ĵz can then take the following values

|l − s| ≤ j ≤ l + s

m = ml +ms

We then recall that, in Schrödinger representation, the eigenfunctions of L̂ and Ŝ are the
following {

〈xi| Ŝ2 |sms〉 = ~2s(s+ 1) 〈xi|sms〉 〈xi| Ŝz |sms〉 = ~ms 〈xi|sms〉
〈xi| L̂2 |lml〉 = ~2l(l + 1) 〈xi|lml〉 〈xi| L̂z |lml〉 = ~ml 〈xi|lml〉

(C.2)

Where 〈xi|sms〉 = χsms is the basis spinor and 〈xi|lml〉 = Y ml
l (θ, φ) are the spherical

harmonics.

In the new basis of common eigenvectors of Ĵ2, Ĵz, L̂
2, Ŝ2 we then define the tensor

spherical harmonics 〈xi|lsjm〉 = Y ls
jm(θ, φ) as follows

{
Ĵ2Y ls

jm(θ, φ) = ~2j(j + 1)Y ls
jm(θ, φ) ĴzY ls

jm(θ, φ) = ~mY ls
jm(θ, φ)

L̂2Y ls
jm(θ, φ) = ~2l(l + 1)Y ls

jm(θ, φ) Ŝ2Y ls
jm(θ, φ) = ~2s(s+ 1)Y ls

jm(θ, φ)
(C.3)
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By definition then, we can define the tensor spherical harmonics as follows

|lsjm〉 =
l∑

ml=−l

s∑
ms=−s

〈lsmlms|jm〉 |lml〉 ⊗ |sms〉

Y ls
jm(θ, φ) =

l∑
ml=−l

s∑
ms=−s

〈lsmlms|jm〉 〈xi|lml〉 ⊗ 〈xi|sms〉

(C.4)

Or, indicating the Clebsch-Gordan coefficients as C lsmlms
jm

Y ls
jm(θ, φ) = C lsmlms

jm Y ml
l (θ, φ)χsms

§ C.1 Spin 1/2 System

The overall problem simplifies enormously for s = 1
2 systems. The permitted values of j are

l + 1/2 and l − 1/2 and, the Clebsch-Gordan coefficients, are then simply the following

j ms =
1
2 ms = −1

2

l + 1
2

√
l+m+ 1

2
2l+1

√
l+m+ 1

2
2l+1

l − 1
2 −

√
l+m+ 1

2
2l+1

√
l+m+ 1

2
2l+1

Y l 1
2

l± 1
2
,m
(θ, φ) =

1√
2l + 1

±√l ±m+ 1
2Y

m− 1
2

l (θ, φ)√
l ∓m+ 1

2Y
m+ 1

2
l (θ, φ)

 (C.5)

Which can then be manipulated in order to get various useful informations, as spin-orbit

coupling eigenvalues, which appear in atomic physics in the relativistic approximation of

hydrogenoid atoms.



D Calculus of
〈
rk
〉
lnm
Integrals

We know already that the wavefunction for a Hydrogen atom (non-normalized) is

ψnlm(xi) = Rnl(r)Y
m
l (θ, φ) (D.1)

Setting a0 =
4~2πε0
me2

as our Bohr radius, we get that Rnl for 1s, 2s, 2p states are

R10 = 2
(a0
Z

)− 3
2
e
−Zr

a0

R20 = 2

(
2a0
Z

)− 3
2
(
1− Zr

2a0

)
e
− Zr

2a0

R21 =

√
1

3

Zr

a0

(
2a0
Z

)− 3
2

e
− Zr

2a0

(D.2)

Hence, polynomials times an exponential with r/a0 as a variable. The integral we have to
calculate will then be 〈

rd
〉
nlm

=

ˆ ∞

0
rd+2|Rnl(r)|2 dr (D.3)

Which are of the kind

I(k, p) =

ˆ ∞

0
rke

−Zpr
a0 dr (D.4)

Where k, p ∈ N. Using a coordinate transformation z = Zpr/a0 we have that the integral
reduces to a Euler Gamma integral for whole numbers

I(k, p) =

(
a0
Zp

)k+1 ˆ ∞

0
zke−z dz =

(
a0
Zp

)k+1

k! (D.5)

With this in mind, we calculate the especially useful expectation values for r−i, with i = 1, 2, 3
on 1s, 2s, 2p states of the Hydrogen atom, for which Z = 1. These expectation values pop
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up when evaluating relativistic corrections for atoms.〈
1

r

〉
1s

=
1

a0〈
1

r

〉
2s

=
1

2a30

(
I(1, 1)− 1

a0
I(2, 1) +

1

4a20
I(3, 1)

)
=

1

4a0〈
1

r

〉
2p

=
1

24a50
I(3, 1) =

1

4a0

(D.6)

Lowering k by one we obtain the expectation values for r−2〈
1

r2

〉
1s

=
2

a0〈
1

r2

〉
2s

=
1

2a30

(
I(0, 1)− 1

a0
I(1, 1) +

1

4a0
I(2, 1)

)
=

1

4a20〈
1

r2

〉
2p

=
1

24a50
I(2, 1) =

1

12a20

(D.7)

For r−3 we will evaluate only the level 2p, since this expectation value pops up with spin
orbit interaction, which is null for ns states〈

1

r3

〉
2p

=
1

24a50
I(1, 1) =

1

24a30
(D.8)
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393



APPENDIX E. PERIODIC TABLE 394

1 IA 1A

18 VI
IIA 8A

2 IIA 2A

13 III
A

3A

14 IV
A

4A

15 VA 5A

16 VI
A

6A

17 VI
IA 7A

3 III
B

3B

4 IV
B

4B

5 VB 5B

6 VI
B

6B

7
VI

IB 7B

8
9 VI
II 8

10
11 IB 1B

12 IIB 2B

Pe
rio

di
c 

Ta
bl

e 
of

 th
e 

El
em

en
ts

La
nt

ha
ni

de
Se

rie
s

Ac
tin

id
e

Se
rie

s

©
 2

01
5 

To
dd

 H
el

m
en

st
in

e
sc

ie
nc

en
ot

es
.o

rg

1
H

H
yd

ro
ge

n1.
00
8

3
Li Li
th

iu
m6.

94
1

4 Be Be
ry

lli
um9.

01
2

11 N
a

So
di

um22
.9
90

12 M
g

M
ag

ne
si

um24
.3
05

19
K

Po
ta

ss
iu

m

39
.0
98

20 C
a

Ca
lc

iu
m40
.0
78

21
Sc Sc
an

di
um44
.9
56

22
Ti

Ti
ta

ni
um

47
.8
8

23
V

Va
na

di
um50
.9
42

24
C

r
Ch

ro
m

iu
m

51
.9
96

25 M
n

M
an

ga
ne

se

54
.9
38

26
Fe Iro

n55
.8
45

27 C
o

Co
ba

lt58
.9
33

28
N

i
N

ic
ke

l58
.6
93

29 C
u

Co
pp

er63
.5
46

30
Zn Zi

nc

65
.3
8

31 G
a

G
al

liu
m69
.7
23

13
Al

Al
um

in
um26
.9
82

5
B Bo

ro
n10
.8
11

32 G
e

G
er

m
an

iu
m

72
.6
31

14
Si Si

lic
on28

.0
86

6
C Ca

rb
on12

.0
11

33
As Ar

se
ni

c74
.9
22

15
P

Ph
os

ph
or

us

30
.9
74

7
N

N
itr

og
en14
.0
07

34
Se Se

le
ni

um78
.9
71

16
S Su

lfu
r32
.0
66

8
O O
xy

ge
n15
.9
99

35
Br Br

om
in

e

79
.9
04

17
C

l
Ch

lo
rin

e35
.4
53

9
F

Fl
uo

rin
e18
.9
98

36
Kr Kr

yp
to

n84
.7
98

18
Ar Ar

go
n39
.9
48

10
N

e
N

eo
n20

.1
80

2 H
e

H
el

iu
m4.

00
3

37 R
b

R
ub

id
iu

m84
.4
68

38
Sr

St
ro

nt
iu

m87
.6
2

39
Y

Yt
tr

iu
m88
.9
06

40
Zr

Zi
rc

on
iu

m91
.2
24

41 N
b

N
io

bi
um92

.9
06

42 M
o

M
ol

yb
de

nu
m

95
.9
5

43
Tc

Te
ch

ne
tiu

m

98
.9
07

44 R
u

R
ut

he
ni

um10
1.
07

45 R
h

R
ho

di
um10
2.
90
6

46
Pd Pa

lla
di

um10
6.
42

47
Ag Si

lv
er10
7.
86
8

48 C
d

Ca
dm

iu
m

11
2.
41
4

49
In In
di

um11
4.
81
8

50
Sn Ti

n11
8.
71
1

51
Sb An

tim
on

y

12
1.
76
0

52
Te Te

llu
riu

m12
7.
6

53
I

Io
di

ne12
6.
90
4

54
Xe Xe

no
n13
1.
24
9

55
C

s
Ce

si
um13

2.
90
5

56
Ba Ba

riu
m13
7.
32
8

57
-7

1
72
H

f
H

af
ni

um17
8.
49

73
Ta Ta

nt
al

um18
0.
94
8

74
W

Tu
ng

st
en18
3.
84

75 R
e

R
he

ni
um18
6.
20
7

76 O
s

O
sm

iu
m19
0.
23

77
Ir

Iri
di

um19
2.
21
7

78
Pt

Pl
at

in
um19
5.
08
5

79
Au G

ol
d19
6.
96
7

80 H
g

M
er

cu
ry

20
0.
59
2

81
Tl

Th
al

liu
m

20
4.
38
3

82
Pb Le

ad

20
7.
2

83
Bi Bi
sm

ut
h

20
8.
98
0

84
Po Po

lo
ni

um

[2
08
.9
82
]

85
At As

ta
tin

e

20
9.
98
7

86 R
n

R
ad

on22
2.
01
8

87
Fr

Fr
an

ci
um22
3.
02
0

88 R
a

R
ad

iu
m22
6.
02
5

89
-1

03 57
La

La
nt

ha
nu

m

13
8.
90
5

58 C
e

Ce
riu

m14
0.
11
6

59
Pr

Pr
as

eo
dy

m
iu

m

14
0.
90
8

60 N
d

N
eo

dy
m

iu
m

14
4.
24
3

61 Pm Pr
om

et
hi

um

14
4.
91
3

62 Sm Sa
m

ar
iu

m

15
0.
36

63 Eu Eu
ro

pi
um15
1.
96
4

64 G
d

G
ad

ol
in

iu
m

15
7.
25

65
Tb Te

rb
iu

m15
8.
92
5

66 D
y

D
ys

pr
os

iu
m

16
2.
50
0

67 H
o

H
ol

m
iu

m

16
4.
93
0

68
Er Er

bi
um16

7.
25
9

69 Tm Th
ul

iu
m16
8.
93
4

70 Yb Yt
te

rb
iu

m

17
3.
05
5

71
Lu Lu

te
tiu

m

17
4.
96
7

89
Ac Ac

tin
iu

m

22
7.
02
8

90
Th Th

or
iu

m23
2.
03
8

91
Pa

Pr
ot

ac
tin

iu
m

23
1.
03
6

92
U

Ur
an

iu
m

23
8.
02
9

93 N
p

N
ep

tu
ni

um

23
7.
04
8

94
Pu Pl
ut

on
iu

m

24
4.
06
4

95 Am Am
er

ic
iu

m

24
3.
06
1

96 C
m

Cu
riu

m24
7.
07
0

97
Bk Be

rk
el

iu
m

24
7.
07
0

98
C

f
Ca

lif
or

ni
um

25
1.
08
0

99
Es

Ei
ns

te
in

iu
m[2
54
]

10
0 Fm Fe
rm

iu
m

25
7.
09
5

10
1 M

d
M

en
de

le
vi

um25
8.
1

10
2 N
o

N
ob

el
iu

m

25
9.
10
1

10
3 Lr

La
w

re
nc

iu
m[2
62
]

10
4 R

f
R

ut
he

rf
or

di
um[2
61
]

10
5 D
b

D
ub

ni
um

[2
62
]

10
6 Sg

Se
ab

or
gi

um[2
66
]

10
7 Bh Bo
hr

iu
m[2

64
]

10
8 H
s

H
as

si
um

[2
69
]

10
9 M

t
M

ei
tn

er
iu

m[2
68
]

11
0 D
s

D
ar

m
st

ad
tiu

m

[2
69
]

11
1 R
g

Ro
en

tg
en

iu
m

[2
72
]

11
2 C
n

Co
pe

rn
ic

iu
m[2
77
]

11
3 U
ut

Un
un

tr
iu

m

un
kn
ow
n

11
4 Fl

Fl
er

ov
iu

m[2
89
]

11
5 U
up

Un
un

pe
nt

iu
m

un
kn
ow
n

11
6 Lv

Li
ve

rm
or

iu
m

[2
98
]

11
7 U
us

Un
un

se
pt

iu
m

un
kn
ow
n

11
8 U
uo

Un
un

oc
tiu

m

un
kn
ow
n

At
om

ic
N

um
be

r

Sy
m

bo
lAt
om
ic

M
as
s

N
am

e
E

le
ct

ro
n 

C
on

fig
ur

at
io

n

1s
1

[R
n]
5f
14

6d
10

7s
2 7

p2
*

[R
n]
5f
14

6d
10

7s
2 7

p3
*

[R
n]
5f
14

6d
10

7s
2 7

p4
*

[R
n]
5f
14

6d
10

7s
2 7

p5
*

[R
n]
5f
14

6d
10

7s
2 7

p6
*

[R
n]
5f
14

6d
10

7s
2 7

p1
*

[R
n]
5f
14

6d
10

7s
2*

[R
n]
5f
14

6d
9 7

s2
*

[R
n]
5f
14

6d
8 7

s2
*

[R
n]
5f
14

6d
7 7

s2
*

[R
n]
5f
14

6d
6 7

s2
*

[R
n]
5f
14

6d
5 7

s2
*

[R
n]
5f
14

6d
4 7

s2
*

[R
n]
5f
14

6d
3 7

s2
*

[X
e]
4f
14

5d
6 6

s2
[X
e]
4f
14

5d
7 6

s2
[X
e]
4f
14

5d
9 6

s1
[X
e]
4f
14

5d
10

6s
1

[X
e]
4f
14

5d
10

6s
2

[X
e]
4f
14

5d
10

6s
2 6

p1
[X
e]
4f
14

5d
10

6s
2 6

p2
[X
e]
4f
14

5d
10

6s
2 6

p3
[X
e]
4f
14

5d
10

6s
2 6

p4
[X
e]
4f
14

5d
10

6s
2 6

p5
[X
e]
4f
14

5d
10

6s
2 6

p6

[K
r]
4d

10
5s
2 5

p1
[K
r]
4d

10
5s
2

[K
r]
4d

10
[K
r]
4d

8 5
s1

[K
r]
4d

7 5
s1

[K
r]
4d

5 5
s2

[K
r]
4d

5 5
s1

[K
r]
4d

4 5
s1

[K
r]
4d

2 5
s2

[K
r]
4d

1 5
s2

[K
r]
4d

10
5s
1

[K
r]
4d

10
5s
2 5

p2
[K
r]
4d

10
5s
2 5

p3
[K
r]
4d

10
5s
2 5

p4
[K
r]
4d

10
5s
2 5

p5
[K
r]
4d

10
5s
2 5

p6

[A
r]
3d

10
4s
2 4

p1
[A
r]
3d

10
4s
2

[A
r]
3d

8 4
s2

[A
r]
3d

7 4
s2

[A
r]
3d

6 4
s2

[A
r]
3d

5 4
s2

[A
r]
3d

5 4
s1

[A
r]
3d

3 4
s2

[A
r]
3d

2 4
s2

[A
r]
3d

1 4
s2

[A
r]
3d

10
4s
1

[A
r]
3d

10
4s
2 4

p2
[A
r]
3d

10
4s
2 4

p3
[A
r]
3d

10
4s
2 4

p4
[A
r]
3d

10
4s
2 4

p5
[A
r]
3d

10
4s
2 4

p6

[N
e]
3s
2 3

p1
[N
e]
3s
2 3

p2
[N
e]
3s
2 3

p3
[N
e]
3s
2 3

p4
[N
e]
3s
2 3

p5
[N
e]
3s
2 3

p6

[A
r]
4s
1

[N
e]
3s
1

[H
e]
2s
2 2

p1
[H
e]
2s
2 2

p2
[H
e]
2s
2 2

p3
[H
e]
2s
2 2

p4
[H
e]
2s
2 2

p5
[H
e]
2s
2 2

p6
[H
e]
2s
1

[A
r]
4s
2

[N
e]
3s
2

[H
e]
2s
2

1s
2

[X
e]
4f
14

5d
5 6

s2
[X
e]
4f
14

5d
4 6

s2
[X
e]
4f
14

5d
3 6

s2

[R
n]
5f
14

6d
2 7

s2
*

[X
e]
4f
14

5d
2 6

s2

[R
n]
5f
14

6d
1 7

s2

[X
e]
4f
14

5d
1 6

s2

[R
n]
5f
7 6

d1
7s
2

[R
n]
5f
4 6

d1
7s
2

[R
n]
5f
3 6

d1
7s
2

[R
n]
5f
2 6

d1
7s
2

[R
n]
6d

2 7
s2

[R
n]
6d

1 7
s2

[R
n]
7s
2

[R
n]
7s
1

[X
e]
6s
2

[X
e]
6s
1

[K
r]
5s
2

[K
r]
5s
1

[R
n]
5f
14

7s
2

[R
n]
5f
13

7s
2

[R
n]
5f
12

7s
2

[R
n]
5f
11

7s
2

[R
n]
5f
10

7s
2

[R
n]
5f
9 7

s2
[R
n]
5f
6 7

s2
[R
n]
5f
7 7

s2

[X
e]
4f
7 5

d1
6s
2

[X
e]
4f
5 6

s2
[X
e]
4f
4 6

s2
[X
e]
4f
3 6

s2
[X
e]
4f
1 5

d1
6s
2

[X
e]
5d

1 6
s2

[X
e]
4f
9 6

s2
[X
e]
4f
10

6s
2

[X
e]
4f
11

6s
2

[X
e]
4f
12

6s
2

[X
e]
4f
13

6s
2

[X
e]
4f
14

6s
2

[X
e]
4f
6 6

s2
[X
e]
4f
7 6

s2



E.1. AXE TABLE FOR VSEPR THEORY 395

§ E.1 AXE Table for VSEPR Theory

Composition Structure Planar Angles Vertical Angles Example Compound

AX2 Linear 180◦ // BeCl2,CO2

AX2E Bent 120◦ (119◦) // NO−
2 , SO2

AX2E2 Bent 109.5◦ (104.48◦) // H2O,OF2

AX2E3 Linear 180◦ // XeF2, I
−
3

AX3 Trigonal Planar 120◦ // BF3,SO3

AX3E Trigonal Pyramidal 109.5◦ (106.8◦) // NH3,PCl3
AX3E2 T-Shaped 180◦ (175◦) 90◦ (87.5◦) ClF3,BrF3

AX4 Tetrahedral 120◦ 109.5◦ CH4,XeO4

AX4E Seesaw 180◦ 120◦ SF4

AX4E2 Square Pyramidal 180◦ 90◦ XeF4

AX5 Trigonal Bipyramidal 120◦ 90◦ PCl5
AX5E Square Pyramidal 90◦ 90◦ ClF5,BrF5

AX5E2 Pentagonal Planar 72◦ 144◦ XeF−
5

AX6 Octahedral 90◦ 90◦ SF6

AX6E Pentagonal Pyramidal 72◦ 90◦ XeOF−
5 , IOF2−

5

AX7 Pentagonal Bipyramidal 72◦ 90◦ IF7

AX8 Square Antiprismatic // // IF−
8 ,XeF2−

8

AX9 Tricapped Trigonal Prismatic // // ReH2−
9

Table E.1: VSEPR table for determining the molecular structure of compounds from their

Lewis structure

§§ E.1.1 Orbital Hybridization

In order to determine the hybridization state of molecular orbitals we have a simple algorithm

that we can use, for any given atom we:

1. Calculate the number of atoms bound (X) to the central atom (A)

2. Count the number of lone pairs (E)

3. Sum the found values

Therefore

X + E =


2 sp hybridization

3 sp2 hybridization

4 sp3 hybridization

There is an exception for atoms with lone pairs close to pi bonds, in fact lone pairs adjacent

to pi bonds tend to stay in unhybridized p orbitals, and it’s most common in nitrogen

and oxygen. This can is explained thanks to the fact that this «de-hybridization» can be
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explained via orbital overlap. A p orbital instead of a hybridized orbital leads to a “stronger

bond” between the atoms. Always remember though that hybridization is determined by

the molecular geometry and not the other way around.

Note that in free radicals we might find a sp2 hybridization (like with carbenes and nitrenes),
but due to geometrical strains the actual hybridization is way closer to a sp3, and the
geometry is a shallow pyramidal and not a pyramidal as we might obtain with the AXE

table



F Symmetry and Point Groups

We can categorize symmetry transformations in various ways, but principally, we have 3

fundamental transformations

1. Rotations through an axis

2. Reflections on a plane

3. Parallel displacements

It’s obvious that the last kind of transformation, in our field, will have sense only in infinite

mediums like lattices and solids, hence, for molecules, we’ll be interested principally in the

first two: rotations and reflections.

Let’s start by defining a rotation operator Ĉn, where n ∈ N. The whole number n is called
order of symmetry of the considered axis, which means that the system will be again in the

initial transformation after n rotations of α = 2π/n degrees.
We can immediately determine two fundamental properties of the rotation operator from

this
Ĉ1 = 1

Ĉn
n = 1̂

The second operator we will define, is the plane reflection operator σ̂, which operates
through a reflection of the system on a predetermined plane, and finally we can define the

inversion operator Î, which corresponds to a complete inversion of the coordinate system
used.

§ F.1 Group Theory

In order to delve deeper into the theory of symmetry, we need to define what a group

is mathematically and how does it work, since symmetries of the system arise from the

invariance of the Hamiltonian to transformations pertaining to one of these groups.

So let’s begin by calling the set G a group. In order to be such, it has to have the following
properties

1. Identity: 1̂ ∈ G

397
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2. Associativity: (âb̂)ĉ = â(b̂ĉ) ∀â, b̂, ĉ ∈ G

3. Non Commutativity: âb̂ 6= b̂â ∀â, b̂ ∈ G

4. Existence of the inverse: ∀â ∈ G ∃!â−1 ∈ G : â−1â = 1̂ = ââ−1

5. ∀â, b̂ ∈ G (âb̂)−1 = b̂−1â−1

A group is said abelian, if and only if ∀âb̂ ∈ G, âb̂ = b̂â, hence it’s commutative.
From an abelian group, one can define a cyclic group, which is an abelian group for which

∀â ∈ G, ∃n ∈ N : ân = 1̂. The integer n is called the order of the group G, and it’s usually
indicated as {G}.

Definition F.1.1 (Finite Group). A finite group is a group G for which there exists a finite
number of elements.

Definition F.1.2 (Subgroup). A subset H ⊂ G is a subgroup, if and only if has all the
properties of a group.

Definition F.1.3 (Complex). Let H ⊂ G be a subgroup of a finite group (hence, a finite
subgroup). SinceH ⊂ G, there exists a finite number of elementsGi ∈ G, for whichGi /∈ H.
We can then define a new element of G which is not an element of H by multiplying all

elements of H with a single Gi.

The new algebraic construction is called complex.

In general, if G is a group, and L,H ⊂ G are subgroups of G, for which L = G \ H,
∀l̂i ∈ L, ĥ ∈ H, the product ĥl̂i generates another n subgroups of G called complexes.
Since these all are finite groups by hypothesis, if {L} = l, {H} = h, then {G} = {H}{L}.

Definition F.1.4 (Direct Product). A direct product of two groups A,B, indicated as A⊗B,
is defined as follows

A⊗B :=
{
â ∈ A, b̂ ∈ B : âb̂ ∈ A⊗B

}

We can now start talking about molecular point groups. We start by defining rotation

groups.

Cn group

The group Cn is the group of symmetries around a rotation axis of the n-th order.

S2n group
The S2n group is the rotoreflection group of a single axis of the n-th order. Two special
cases of this group are the S2 and S4p+2 group, which are

S2 : = {1̂, Î} = Ci

S4p+2 = C2p+1 ⊗ Ci
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Cnh group

The Cnh group is the group of simmetries around an axis of the n-th order, coupled with a
symmetry through a plane perpendicular to the axis. This group can be seen as a complex

created from n Ĉn elements and one σ̂h element as follows. It’s also obvious that it’s
Abelian

Ĉnh = Ĉk
n ⊗ σ̂h = σ̂h ⊗ Ĉk

n

A special case is the group C1h, which is formed by two elements

C1h := {1̂, σ̂h} = Cs

Cnv group

The Cnv group is similar to the Cnh group, but the n-th order symmetry axis lies on the
symmetry plane. This generates n − 1 more planes of symmetry separated by an angle
α = π/n

Dn group

The Dn group is formed from a symmetry axis of order n, which is perpendicular to an axis
of order 2. I.e. it’s formed from an axis of order n and n− 1 axes of order 2 separated from
an angle α = π/n. A special case is given by the group D2 = V , which is formed from an
two axes of order 2 perpendicular to each other

Dnh group

The Dnh group is a complex formed from the product Dn ⊗ Cs, i.e. for every order 2 axis
there lies a plane perpendicular to such axis.

Dnd group

Starting from the Dnh group, one can define the group Dnd by taking the planes at a

separation of α = π/2n radians.

T group
The T group is the group formed from the symmetries of the tetrahedron. This group can
be formed from the group V (D2), coupled with 4 oblique C3 axes.
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Td group
The Td group is formed from the T group by adding a plane of symmetry to the tetrahedron,
it’s formally given by the product Td = T ⊗ Cs

Th group
The Th group, instead is formed from the T group through addition of a center of symmetry,
i.e. a point of inversion. This is described by the product Th = T ⊗ Ci

O group
The O group is the group given by the symmetries of the octahedron. Adding a center of
symmetry, we obtain the group Oh = O ⊗ Ci.



G Special Relativity

§ G.1 Principle of Relativity

The principle of relativity states a quite simple but deep affirmation: «All interaction propa-

gate at a constant speed independent from the chosen frame of reference». This speed is

usually denoted as c and it’s informally known as the speed of light, which has the following
value (in SI units)

c = 2.998× 108 m/s (G.1)

In the part on classical mechanics we always intended between the lines that all interactions

are instantaneous and therefore we’d have c → ∞ formally. This can be interpreted as

taking classical mechanics as an approximation of Einstein’s relativity for which v/c << 1,
which is the case for our really slow classical particles.

Note that this constant speed of propagation precludes that time isn’t universal, and it is

frame dependent. In order to understand this it’s useful to get two coordinate frames K
and K̃, where one is moving with respect to the other with a constant speed V .
Suppose now that a point A emits a signal towards two other points B and C

K
K̃

V
A B C

Figure G.1: The two frames K and K̃

In the frame K̃, where A is at rest, we see that the signal reaches both points at the
same time, but the same CANNOT be true for the other system, since the relativity principle

would be violated. Thinking in a different way, suppose that you’re standing at the origin

of the K system. If the velocity of the signal is constant in all reference frames we can for

sure say that it’s so where we’re standing, therefore we end up seeing B moving towards
the signal and C moving away from it, both with speed V . In this system we therefore
must see a delay in when the two points receive such signal.

Although counterintuitive we’re experimentally more than sure that this is actually a better

approximation of nature than our beloved Newtonian mechanics.

401
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§ G.2 Spacetime

Since time it’s not anymore an universal thing and behaves itself as a coordinate, we can

now think of our universe as a 4D manifold with time as a new coordinate. This is known
as «Minkowsky Spacetime» or in short as «Spacetime». This new definition follows:

Definition G.2.1 (Event). Given a spacetime with coordinates (ct, x, y, z) with c the speed
of light, we define a point in spacetime as an «event» in such.

Since time only “flows” one way, we have that for every particle corresponds a wordline

which connects all the events pertaining to such. Note that events are also known as

«universe points»

Given the principle of relativity one might also ask rightfully how to formulate mathe-

matically all of this, bringing out some invariants that might help with further derivations.

Take again the previous system and call l the distance traveled by the signal after being
emitted from A. Calling t1 and t2 the emission time and the arrival time respectively, we
have that for obvious reasons

l = c(t1 − t2) (G.2)

But, we can also write as follows

l =
√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 (G.3)

With (x1, y1, z1) being the departure coordinates and (x2, y2, z2) the arrival coordinates in
K In K̃, analogously we have

l̃ = c(t̃2 − t̃1)

l̃ =
√
(x̃2 − x̃1)2 + (ỹ2 − ỹ1)2 + (z̃2 − z̃1)2

(G.4)

Tying up both equations we end with the following result{
c2(t2 − t1)2 − (x2 − x1)2 − (y2 − y1)2 − (z2 − z1)2 = 0

c2(t̃2 − t̃1)2 − (x̃2 − x̃1)2 + (ỹ2 − ỹ1)2 + (z̃2 − z̃1)2 = 0
(G.5)

In “layman” words this basically means, that the following quantity

s212 = c2(t2 − t1)2 − (x2 − x1)2 − (y2 − y1)2 − (z2 − z1)2 (G.6)

Called, «interval», is a «relativistic invariant», and therefore invariant with respect to changes

of coordinate frames in the context of special relativity.

From (G.5) we have that if the two points are infinitesimally close to eachother we can

define the infinitesimal interval as

ds2 = c2dt− dx2 − dy2 − dz2 (G.7)
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The invariance of such differential quantity is easy to show considering the previous case

we stated where ds = ds̃ = 0 we have, using basic intuition that

ds2 = a(V )ds̃2 (G.8)

Where a(V ) is a function of the relative velocity between the two considered frames. It
cannot depend on direction due to the isotropy of space.

Consider now three inertial reference frames K,K1,K2, and let V1, V2 be the velocities of
the frames K1,K2. We can therefore say, using (G.8) that

ds2 = a(V1)ds
2
1 = a(V2)ds

2
2

ds21 = a(V12)ds
2
2

(G.9)

Where we defined the velocity between K1,K2 as V12. Rewriting the equation we have

ds2 = a(V1)a(V12)ds
2
2 = a(V2)ds

2
2

Equating the coefficients of the differential ds2, we have

a(V12) =
a(V2)

a(V1)
(G.10)

The previous equation then might be true if and only if a(V12) depends only on the angle
between the velocities V1, V2. This cannot be true due to the isotropy of spacetime, as we
stated for the previous problem, and therefore a(V ) might only be a constant function. Tak-
ing a(V12) = 1 for consistency between frames of reference, we have finally demonstrated
that the differential spacetime interval is invariant

ds = ds̃ (G.11)

This definition of ds gives rise to three kinds of intervals:

1. «Spacelike intervals» if s212 < 0

2. «Timelike intervals» if s212 > 0

3. «Light-like intervals» if s212 = 0

These three distinctions let us answer two previously impossible questions: is it possible to

find a reference frame where two events happen at the same time or at the same place in

our three-dimensional perception?. The answer is surprisingly yes. It depends on the kind

of the interval between the two points.

Let’s work with the first assumption, taken two events in spacetime E1, E2, defined t12 =
t2 − t1 and l12 as our usual 3D distance between the events, we have

s212 = c2t212 − l212
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Let’s now search a system where l′12 = 0. In order to have this, using that s12 = s′12 we
have

s12 = c2t12 − l212 = c2t
′2
12 = s

′2
12 > 0

I.e. the spacetime interval between the frame of reference at rest with respect to the two

events and the new unknown frame of reference is timelike.

Analogously, if we wanted to find a new system where the two events happen at the same

time, we might have set t′12 = 0, therefore getting

s12 = c2t12 − l212 = l
′2
12 = s

′2
12 < 0 (G.12)

§§ G.2.1 Spacetime Diagrams

The idea of spacetime and absoluteness of the velocity of interactions can be described well

by a 2D spacetime diagram. Taken an origin for our system of coordinates (ct, x) we have
that, considering v as the slope of a constant wordline, that |v| < c.

ct

x

v = c

v = −c

Unreachable

Unreachable

Past

Future

Figure G.2: Simple spacetime diagram. Note how all the events beyond the asymptote (or

«horizon») v = ±c are inaccessible from 0

Thought in higher dimensions we have that all the past and future of an event are en-

closed inside a cone bordered by our horizon |v| = c which separates physical impossibilities
from the actual physical past and future of what we’re considering.

Note that if v = ±c we must have x = ±ct, giving us a spacelike interval for our diagram.
Considering instead past and future it’s also easy to see that the past is always spacelike,



G.3. PROPER TIME 405

since c2t2 − x2 < 0, and that the future is always timelike. Note also that past and future
must be absolute

§ G.3 Proper Time

Since time is not a relativistic invariant, we need to search for a good substitute of it. Given

a clock fixed at the origin of some inertial frame K ′. After some time dt, the clock has
moved (in our system) by the following quantity√

dx2 + dy2 + dz2

By definition, in K ′ this clock is at rest, therefore we have

dx′ = dy′ = dz′ = 0

Imposing the invariance of intervals we have that

ds2 = c2dt2 − dx2 − dy2 − dz2 = c2dt
′2 (G.13)

Therefore, it must be true that

dt′ = dt

√
1− dx2 + dy2 + dz2

c2dt2
(G.14)

This is the expression for the passing of time in the system where the clock is at rest, and

it’s called the «proper time» of the clock, usually indicated with τ . Writing the sum of
differentials as dr2 and using the definition of v2, we have that

dτ = dt

√
1− v2

c2
=

ds

c
(G.15)

Integrating and using the fundamental theorem of calculus, we have that a given time

interval will be “felt” differently by the clock, where

∆τ =

ˆ τ2

τ1

√
1− v2

c2
dt < ∆t (G.16)

This tells us that a moving clock will tick slower than a clock at rest (note also on how this

definition depends directly on the chosen frame).

This difference of measured time is known as «time dilation».

§ G.4 Formalization of the Principle of Relativity

All of what we found before can be crammed into the most fundamental element of

relativity: coordinate transformations.

Consider two reference frames K, (ct, x, y, z) and K ′, (ct, x, y, z). Mathematically, what
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we call interval is the usual 4D distance in a seminegative definite metric, and due to its

invariance we must have that all coordinate transformations between these two systems

must be rototraslations (isometries). Translations can be immediately ignored since they

only move the origin of the system, and therefore we choose our faithful rotations in order

to find these coordinate transformation laws.

All the possible rotations are between the planes xy, xz, yz and tx, ty, tz. All rotations
xy, xz, yz are our usual 3D rotations and are of no use, therefore we choose the rotations
tx, ty, tz. Taking tx as the chosen one we have that the spacetime interval is

s2 = c2t2 − x2

Therefore, all searched rotations must preserve this relationship. The first idea one might

have is to look at the symmetry of the system and deduce immediately that such rotation

must be hyperbolic in nature. We therefore define the following(
x
ct

)
=

(
coshψ sinhψ
sinhψ coshψ

)(
x′

ct′

)
(G.17)

Taking x′ = 0 it all reduces to this single equation

x

ct
=
V

c
= tanhψ (G.18)

It’s common to indicate such value with the pure number β, called the «Lorentz Boost»,
where

β =
V

c

Solving (G.18) we have that

β =
sinhψ√

1 + sinh2 ψ
= 0=⇒sinh2ψ =

β√
1− β2

(G.19)

And

cosh2 ψ = 1 + sinh2 ψ=⇒coshψ =
1√

1− β2
= γ (G.20)

Where γ is known as the «Lorentz/Gamma Factor».
Substituting back into (G.18) we have back our searched transformations(

x
ct

)
=

(
γ βγ
βγ γ

)(
x′

ct′

)
(G.21)

Note that the inverse transformation is simply given imposing β → −β.
The complete transformation between the two reference frames will finally be a 4D linear

system as follows 
ct
x
y
z

 =


γ βγ 0 0
βγ γ 0 0
0 0 1 0
0 0 0 1



ct′

x′

y′

z′

 (G.22)
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These transformations are known as «Lorentz Transformations» and are the fundamental

transformations between frames of reference in special relativity. These transformations

formalize the principle of relativity. For v << c these transformations bring back the usual
Galilean transformations corrected by a first order factor in c, as we expected

ct
x
y
z

 =


1 β 0 0
β 1 0 0
0 0 1 0
0 0 0 1



ct′

x′

y′

z′

 (G.23)

§§ G.4.1 Length Contraction and Time Dilation

Using Lorentz transformations it’s possible to mathematically formalize all relativistic effects.

One of such is known as «length contraction», where the measured length of an object

depends on the chosen reference frame.

As a matter of example take a “rigid” rod in a system K, long ∆x, and consider the system
K ′ where the rod is at rest. In this system we have

∆x′ = x′1 − x′2 = γ(x2 − x1)− γβc(t2 − t1) = γ∆x− γβc∆t (G.24)

Since we’re measuring the length directly, we can say without problems that ∆t = 0, and
we get

∆x′ = γ∆x =
∆x√
1− β2

=
∆x√
1− v2

c2

(G.25)

Therefore, for β 6= 0 we have ∆x′ < ∆x. We call ∆x = l0 as the proper lenght of this rod.
Note that a major consequence of this is that a rigid body in the classical sense of the term

cannot be conceived in Special Relativity.

A second effect that we stated before and didn’t formalize properly is that of time dilation.

Taken a clock at rest in a systemK ′ and two events happening at some coordinate (x′, y′, z′)
of K ′. We have that the time elapsed between the two events will be ∆t′ = t′2 − t′1, and
therefore, using Lorentz transformations we get, in K

∆t = γ

(
t′1 +

β

c
∆x′

)
(G.26)

Imposing that the events happen at the same place (x′, y′, z′)we have∆x′ = 0 and therefore

∆t = γ∆t′ (G.27)

Therefore, the clock in the still frame is measuring smaller time intervals, and the time

measured is dilated.
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§§ G.4.2 Velocity Transformations

As we have seen velocities have an upper bound which is the speed of light. It’s possible to

find the transformations of velocities from the transformations (G.21) and applying them to

differentials.

We have 
dt
dx
dy
dz

 =


γ βγ

c 0 0
βγ
c γ 0 0
0 0 1 0
0 0 0 1



dt′

dx′

dy′

dz′

 (G.28)

Rearranging the terms we have finally



vx =
v′x + βc

1 + β
c v

′
x

vy =
v′y

γ
(
1 + β

c v
′
x

)
vz =

v′z

γ
(
1 + β

c v
′
x

)
(G.29)

Approximating for v << c we get the usual velocity composition formula with an added
relativistic correction 

vx ≈ v′x + V

(
1− v2

′
x

c2

)

vy ≈ v′y − v′xv′y
β

c

vz ≈ v′z − v′xv′z
β

c

(G.30)

Or, in vector form

vi = vi
′
+ V i − vi

′

c2
(V iv′i) (G.31)

Note how v and v′ are tied asymetrically in the transformation. Consider now a simple
planar motion in the xy plane, where vi = (vx, vy, 0), we can find the law of transformation
of angles considering that vi can be rewritten in polar coordinates, as follows


vx = v cos θ

vy = v sin θ

vz = 0
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Applying the transformations, we have
v cos θ =

v′ cos θ′ + βc

1 + β
c v

′ cos θ′

v sin θ =
v′ sin θ′

γ
(
1 + β

c v
′ cos θ′

) (G.32)

Where we used that the motion in the new system will be still planar.

Rewritten in other terms, we have

tan θ =

v′ sin θ′

γ
(
1+β

c
v′ cos θ′

)
v′ cos θ′+βc

1+β
c
v′ cos θ′

=
v′ sin θ′

γ (v′ cos θ′ + βc)
(G.33)

Which explicitates the change of direction of velocity between different coordinate systems.

§ G.5 4-Vectors

1

As we have already suggested before, the 4-tuple xµ = (ct, x, y, z) can be seen as a set of
coordinates in spacetime, or as a radius vector. The square of vectors in spacetime can be

seen as a non-euclidean scalar product as follows

xµxµ = gµνx
µxν = (x0)2 − (x1)2 − (x2)2 − (x3)2 (G.34)

Where gµν is the metric tensor of spacetime

gµν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 (G.35)

From what we wrote for special relativity itself, we have a new definition

Definition G.5.1 (4-Vector). A «4-vector» is a 4-tuple that transforms between coordinate

frames using Lorentz transformations, as

aµ = Λµ
νa

ν (G.36)

Where λµν is the already defined transformation matrix of the Lorentz transformations.

1From here on, all greek indexes (µ, ν, σ, · · · ) are to be intended as spacetime indexes, and latin indexes
(i, j, k, · · · ) as usual 3D indexes if not otherwise stated
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Using the metric tensor one can transforms between covariant vectors and contravariant

vectors using aµ = gµνa
ν , and due to the semidefinite signature of the metric one has that

ai = −ai, where ai is the spatial part of the vector. Note also that inserting it into the
formula for a scalar product (aµbµ) one gets back what we had defined before.
It’s also possiible to define 4-scalars, which are relativistic invariants. One of such 4-scalars

is the square of a 4-vector or the scalar product between 2 4-vectors.

Another way of writing 4-vectors is with a tuple composed as follows

aµ = (a0, ai) (G.37)

Where the first component is known as the «polar» component of the 4-vector, and the

second is known as the «axial» component of the 4-vector. Therefore we can write

xµ = (ct, xi)

xµ = (ct,−xi)
(G.38)

§§ G.5.1 4-Velocity and 4-Acceleration

It’s possible to define a 4-vector analogue to the velocity of a particle. Indicating with τ the
proper time we define the 4-velocity uµ as

uµ =
dxµ

dτ
(G.39)

Since dτ = c
γdt we have

uµ =
γ

c

dxµ

dt

In other words

uµ =
(
γ,
γ

c
vi
)

Note that the square of uµ is a relativistic invariant and special in nature due to its unitary
value, in fact

uµuµ = γ2 − γ2 v
2

c2
= 1

The 4-acceleration wµ is defined analogously derivating again with respect to the proper

time, hence

wµ =
γ

c
duµ t =

(
γ

c

dγ

dt
,
γ

c2
dγvi

dt

)
(G.40)

Deriving with respect to time we have firstly that

dγ

dt
=

viai(
1− v2

c2

) 3
2

=
γ3

c2
viai
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And therefore

wµ =
duµ

dτ
=
γ

c

(
γ3

c2
viai,

γ

c3
vjajv

i +
γ

c
ai
)

(G.41)

It’s possible to demonstrate that wµuµ = 0, i.e. that 4-velocity and 4-acceleration are always
mutually orthogonal. In fact

d

dτ
uµwµ =

duµ

dτ
uµ +

duµ
dτ

uµ = 2uµwµ = 0

§ G.6 Exercises

E X E R C I S E G.6.1 (Uniformly Accelerated Motion). Solve the motion of an uni-

formly accelerated particle in the context of Special Relativity.

Consider that the 4-acceleration is constant only in the frame comoving with the particle.

S O L U T I O N . We have that in the comoving frame γ = 1 and v = 0, therefore

wµ =

(
0,
v̇i

c2

)
Since a is constant we rotate the 3D system in order to get a ‖ x, therefore getting

wµ =
(
0,
a

c2
, 0, 0

)
Note that we can also define a 4-scalar

wµwµ = −a
2

c2

Changing to the fixed frame of reference, we have

wµ′
=
γ

c

(
γ3

c2
viv̇i,

γ3

c2
vj v̇jv

i +
γ

c
v̇i
)

=
γ4

c2

(
viv̇i
c
,
v2

c2
v̇i +

v̇i

γ2

)
Using that (

v2

c2
+

1

γ2

)
v̇i = v̇i

We end up with the following simplified result

wµ′
=
γ4

c2

(
1

c
v̇ivi

)
Which gives us the following differential equation

wµwµ =
γ8

c4

(
1

c2
(viv̇i)

2

)
− γ8

c4
v̇2 = −a

2

c4
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Simplifying the LHS we get

γ8

c4

(
v2

c2
v̇2 − v̇2

)
=
γ8

c4

(
v2

c2
− 1

)
= −γ

6

c4
v̇2

Therefore, putting it back into the first equation, we get

−γ6v̇2 = −a2=⇒γ3dv
dt

= a

Note that using the derivative of γ with respect to time we can rewrite the LHS as the
derivative of a product, in fact

d(γv)

dt
=
γ3

c2
v2v̇ + γv̇ = v̇

(
γ3

c2
v2 + γ

)
= γ3v̇

(
v2

c2
+

1

γ2

)
= γ3v̇

Therefore, finally
d(γt)

dt
= a=⇒γv(t) = at+ c

Imposing that v(0) = 0 we get c = 0 and therefore, solving for v(t), we have

v(t)√
1− v2

c2

= at=⇒v2 = a2t2 − a2t2

c2
v2=⇒v2 = a2t2

(
1 +

a2t2

c2

)−1

Therefore

v(t) =
at√

1 + a2t2

c2

Then, by direct integration we can find x(t)

x(t) =

ˆ
at√

1 + a2t2

c2

dt =
c2

2a

ˆ
1√

1 + w2
dw =

c2

2a

(
2
√
1 + w + k

)
Where we used the substitution w = a2t2

c2
. Imposing the initial condition that x(0) = 0 we

get k = −1, and therefore

x(t) =
c2

a

(
2

√
1 +

a2t2

c2
− 1

)
The proper time of the particle is

τ =
1

c

ˆ s

s0

ds =

ˆ t

t0

1

γ
dt =

ˆ t

0

√
1− v2

c2
dt

From the definition of v(t) we have that

γ =
1

1− a2t2

c2
(
1+a2t2

c2

)
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Therefore our integral becomes

τ =

ˆ t

0

√√√√1− a2t2

c2
(
1 + a2t2

c2

)dt = a

c

ˆ a
c
t

0

√
1− z2

1 + z2
dz =

a

c

ˆ a
c
t

0

1√
1 + z2

dz =
a

c
arcsin

(
at

c

)

Where we used the substitution at
c = z

§ G.7 Relativistic Least Action Principle

In order to use a relativistic version of the least action principle, we need to impose the

principle of relativity into its formulation. This is done via imposing that S must be a
relativistic invariant.

It’s already obvious that the simplest invariant differential in special relativity is ds therefore
we must have that dS ∝ ds, and we can rewrite our action as follows

S = −α
ˆ b

a
ds (G.42)

Where α ∈ R is a parameter that depends directly on the properties of the particle. The
minus sign added there is needed in order to make sure that S as an extremal in [s(a), s(b)].
We now proceed to find a Lagrangian as per usual, therefore we need to transform the

wordline integral into a time integral. Since time is NOT a relativistic invariant we can

only choose one “time”, which is the proper time of the reference frame, which is also

proportional to the interval differential.

Using ds = c
γdt we have

S = −αc
ˆ τ0

τ1

1

γ
dt =

ˆ τ1

τ0

−αc
√
1− v2

c2
dt (G.43)

What we have inside the integral symbol on the RHS is the Lagrangian of the system, which

depends on the parameter α.
In order to determine this parameter we need to have that for v/c << 1 our relativistic
Lagrangian must become our known classical Lagrangian. We have for β → 0

L = −αc
γ

= −αc
√

1− β2 ≈ −αc+ αv2

2c
=
mv2

2
(G.44)

Comparing the terms with v2 we have that α = mc, and therefore we have

S = −mc
ˆ τ1

τ0

1

γ
dt=⇒L = −mc

γ
(G.45)

Where γ is the already known Lorentz factor.
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§§ G.7.1 Relativistic Energy and Momentum

The easiest way possible to define relativistic energy and relativistic momentum is by using

our well known identities in Lagrangian mechanics. We must have therefore, for the

3-momentum

pi =
∂L
∂vi

(G.46)

Since we know that L = −mc/γ the calculation is straightforward. We have

∂L
∂vi

= −mc ∂
∂vi

√
1− v2

c2
=

mvi√
1− v2

c2

= γmvi

As usual, using the Lagrangian for defining our energy we have that pivi − L = E, i.e.

E = γmv2 +
mc2

γ
= γ

(
mv2 +

mc2

γ2

)
=

= γ
(
mv2 +mc2 −mv2

)
= γmc2 =

mc2√
1− v2

c2

(G.47)

Note that due for this definition, if v = 0, E 6= 0. We have E0 = mc2, and this is known as
the «rest energy» of the given particle.

This shape for our energy also demonstrates that mass is not conserved anymore in relativity.

In fact, given a body comprised of multiple particles we have that Eb
0 will be, if the mass of

the body isM
Eb

0 =Mc2 (G.48)

But, since in the rest energy of the single particles composing the body we also have to add

all the interaction energies between the body, we will therefore have

Eb
0 =Mc2 6=

∑
i

mic
2 (G.49)

Therefore, finallyM 6=
∑

imi, which makes our previous point.

After defining Lagrangian and energy, the next step we can make is to find the Hamiltonian

of a relativistic particle. From the definition of energy and momentum we can write the

following system {
E = γmc2

pi = γmvi
(G.50)

Manipulating γ and the whole system, we have

γ(p) =

√
1 +

p2

m2c2
(G.51)

Plugging it into the definition of E we have

E = γ(p)mc2 = mc2
√
1 +

p2

m2c2
(G.52)
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By definition of Hamiltonian function this is our H. Rewriting in a different way we have

H = γ(p)mc2 = mc2
√

1 +
p2

m2c2
=
√
m2c4 + p2c2 = c

√
m2c2 + p2 (G.53)

Again, for o2

m2c2
= β(p) << 1 we get the classical counterpart, plus the relativistic rest

energy.

Note how, using the previous equations we have that for v → c E → ∞ if m 6= 0, and
defining the existence of massless particles is not obvious. Using the Hamiltonian formulation

we immediately see that if m = 0 we have

H = E = pc (G.54)

It’s also obvious from this that the only velocity such particle can have is v = c. These kinds
of particles are known as ultrarelativistic particles, and photons are one example of such.

Note that it’s possible to approximate the energy of massive particles with their ultrarelativistic

counterparts in case where the rate between the rest energy and the total energy of the

particle is small enough for the needs. I.e.

mc2 << E=⇒E ≈ pc (G.55)

§ G.8 Relativistic Hamilton Jacobi Equation and 4-Vector Formu-
lation

It’s possible to rewrite the relativistic least action principle using 4-vector notation. For

what we wrote in the previous section in the part on 4-vectors, we can imagine to define

the infinitesimal interval as a 4-scalar via the definition of the infinitesimal 4-radius vector

dxµ = (cdt,dri). We have

ds2 = gµνdx
µdxν=⇒ds =

√
gµνdxµdxν (G.56)

We add to this the boundary conditions for the action in spacetime, as δxµ(a) = δxµ(b) = 0,
and we get, for our least action principle

S = −mc
ˆ b

a
ds = −mc

ˆ b

a

√
gµνdxµdxν (G.57)

Variating the action we have, firstly

δ
√
gµνdxµdxν =

gµνdx
µdδxν√

gµνdxµdxν
=

dxµ

ds
δdxν = uµδdx

µ

Then

δS = −mc
ˆ b

a
uµδdx

µ
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Using as usual integration by parts in order to move the differentials we have, implicitly

using the boundary conditions

δS = mc

ˆ b

a

duµ
ds

δxµds (G.58)

Imposing lastly the least action principle we get the relativistic equation of motion for a free

particle
duµ

ds
= 0 (G.59)

Considering instead the second condition δxµ(b) = δxµ nonzero we get the usual definition
of action as a function of (spacetime) coordinates

δS = −mcuµδxµ=⇒
∂S
∂xµ

= −mcuµ

By comparation with the classical definition, the derivative of the action with respect to the

coordinates is defined as the generalized momentum of the system. Since in this case we’re

using 4-vectors and the derivative of the action with respect to the 4-position is a 4-vector

itself (not really in general relativity, but in SR it’s true) we have a new definition for the

momentum, the «4-momentum» of a relativistic system

pµ = ∂µS = mcuµ (G.60)

Using the definition of 4-velocity as uµ = γ
(
1,−1

cv
i
)
we have, remembering thatE = γmc2

pµ =

(
E

c
,−γmvi

)
=
(
γmc,−pi

)
(G.61)

Using instead that ∂0 = c−1∂t we have

p0 = ∂0S =
1

c

∂S
∂t

=
E

c
(G.62)

Where we used the classical conclusion that ∂tS = E. Using the already known Lorentz
transformations we have that energy and momentum, since they’re tied by a 4-vector, they

aren’t invariants and transform as follows

E = γ
(
E′ + βcp′x

)
px = γ

(
p′x +

β

c
E′
)

py = p′y

pz = p′z

(G.63)

Using that uµuµ = 1 we can define a relativistic invariant for 4-momentum, as follows

pµpµ = m2c2uµuµ = m2c2 (G.64)
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We can also find a 4-force definition by deriving with respect to proper time.

fµ =
dpµ

dτ
=
γ

c

dpµ

dt
=
γ

c

(
γ̇mc,

dpi

dt

)
(G.65)

Using the already known derivative of the Lorentz factor we have, finally

fµ =
γ

c

(
γ3

c
mviai, f

i

)
=
( γ
c2
f ivi,

γ

c
f i
)
=
( γ
c2
W,

γ

c
f i
)

(G.66)

WhereW is the already well known work of the force.

The Hamilton-Jacobi equation can be defined from (G.64), and it simply becomes

∂µS∂µS = m2c2 (G.67)

Or, in explicit form

1

c2

(
∂S
∂t

)2

− (∇S)2 = m2c2 (G.68)

§ G.9 Laboratory and Center of Mass Reference Frames

We have already proven that in special relativity there are no preferred reference frames,

therefore we might already choose the ones that ease our calculations.

In the field of relativistic particle collisions (like particle physics) we have two main choices

of reference frames

1. The laboratory reference frame

2. The center of mass reference frame

The first one is defined as the reference frame of the resting observer of the event, while the

second is the reference frame of the center of mass of the system of particles interacting.2

For understanding properly consider the collision of two particles m1,m2 where the second

is a target particle at rest in the lab frame. We have, before the collision

pµ1 =

(
E1

c
, pi1

)
pµ2 = (m2c, 0)

(G.69)

And after the collision

Pµ = pµ1 + pµ2 =

(
E1

c
+m2c, p

i
1

)
(G.70)

2I will use a star indicating the center of mass r.f. the rest will be intended as being in the laboratory reference

frame
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By definition of center of mass, we have that this reference frame will be the one for which

P i = 0, i.e., going back to our two particles pre-collision

pµ
?

1 =

(
E?

1

c
, pi

?

)
, pµ

?

2 =

(
E?

2

c
,−pi?

)
(G.71)

I.e.

Pµ?
=

(
1

c
(E?

1 + E?
2) , 0

)
(G.72)

§ G.10 Invariant Mass

Consider a system of n particles with momentum pµ(k) = (Ek, p
i
(k)) and let the sum of all

4-momentums be Pµ3.

Definition G.10.1 (Invariant Mass). Given the previous system of particles, the relativistic

invariant of the total 4-momentum is defined as «invariant mass»
√
s of the system, so

√
s =

√
PµPµ =

√√√√(∑
k

Ek

)2

−

(∑
k

pk

)2

=
∑
k

E?
k = E? =M? (G.73)

Where we used that
∑

k p
i
(k) = 0 in the ?−system, also known before as the center of mass

system

Consider now the case of a particle colliding into a target particle. We have

pµ1 =
(
E1, p

i
1

)
, pµ2 = (m2, 0) , Pµ =

(
E1 +m2, p

i
1

)
(G.74)

And

PµPµ = (E1 +m2)
2 − p21 = E2

1 +m2
2 + 2E1m2 − p21 = Pµ?

Pµ? (G.75)

Note that E2
1 = m2

1. Therefore, putting it all together, for a particle colliding into a target,

the invariant mass will be

√
s =

√
PµPµ =

√
m2

1 +m2
2 + 2E1m2 = E? =M? (G.76)

Note that if we have m1,m2 << E1, ie β ≈ 1 and the particles are ultrarelativistic, then the
invariant mass formula can be approximated as follows

√
s ≈

√
2E1m2 (G.77)

In case that both particle have pi(k) 6= 0 in the lab system, we have

pµ1 =
(
E1, p

i
1

)
, pµ2 =

(
E2, p

i
2

)
, Pµ?

= (E?
1 + E?

2 , 0) (G.78)

3From now on we will work in God-given units, where c = 1
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Therefore
PµPµ = E2

1 + E2
2 + 2E1E2 −

(
p21 + p22 + 2p1p2 cos θ

)
Pµ?

Pµ? = (E?
1 + E?

2)
2 = PµPµ

Or in simpler terms

√
s =

√
m2

1 +m2
2 + 2 (E1E2 − p1p2 cos θ) = E?

1 + E?
2 (G.79)

If m1,m2 << E1, so in the ultrarelativistic case, we have

√
s ≈

√
2E1E2 (1− cos θ) (G.80)

Note that in cases like particle colliders, like the LHC, SuperKamiokande or Fermilab, we have

that the collision is frontal, i.e. θ = π and therefore the invariant mass formula becomes
extremely easier to remember, especially if the particles are of the same kind (E1 = E2)

√
s ≈ 2

√
E1E2 = 2E (G.81)

§§ G.10.1 Transformations of the Invariant Mass

Let’s go back to what we had defined before for the invariant mass. We have that
√
s = E?,

therefore, considering the total 4-momentum in the ?−system, we can write without
problems

Pµ?
=
(√
s, 0
)

(G.82)

This, as every 4-momentum, transforms with Lorentz transformations. Consider the boost

along the x-axis without loss of generality, and transform towards the lab system.
√
s
0
0
0

 =


γ −βγ 0 0
−βγ γ 0 0
0 0 1 0
0 0 0 1



∑

k Ek∑
k pk
0
0

 (G.83)

Expanding the system and keeping only the two nonzero lines we have
γ
∑
k

Ek − βγ
∑
k

pk =
√
s

γ
∑
k

pk − βγ
∑
k

Ek = 0
(G.84)

From the second row we have∑
k

pk = β
∑
k

Ek=⇒β =

∑
k pk∑
k Ek

=
P

E
(G.85)
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And, therefore

γ =
1√

1− β2
=

1√
1−

(
P
E

)2 =

√
E2

E2 − P 2
=

E√
s

(G.86)

Which, wrapped up, gives a different way to interpret the Lorentz boost and Lorentz factor
γ =

E√
s

β =
P

E

(G.87)

§ G.11 Transverse Momentum and Transformation of Angles

Consider now a particle moving along the z axis. Transforming from the lab system to the

?−system we have, considering spherical polar coordinates
E

p sin θ cosϕ
p sin θ sinϕ
p cos θ

 =


γ 0 0 βγ
0 1 0 0
0 0 1 0
βγ 0 0 γ




E?

p? cos θ? cosϕ?

p? sin θ? sinϕ?

p cos θ?

 (G.88)

Where γ, β are the Lorentz factors of the lab system..

Definition G.11.1 (Transverse Momentum). We define the «transverse momentum» p⊥ as
the 3-momentum orthogonal to the z axis.

In general it’s defined as the 2-vector p⊥ = (px, py), i.e.

p⊥ =

(
px
py

)
=

(
p sin θ cosϕ
p sin θ sinϕ

)
(G.89)

Applying the transformation it’s obvious that p⊥ = p?⊥, therefore p⊥ is a relativistic invariant.

From this last relativistic invariant, taking the square we therefore must have

p2⊥ = (p?⊥)
2=⇒p2 sin θ = (p?)2 sin2 θ? (G.90)

Note how ϕ disappears from the calculations, giving ϕ = ϕ?, this means that the azimuthal

angle is another relativistic invariant of motion.

Applying now the transformation on pz we have

pz = p cos θ = γ (βE? + p? cos θ?) (G.91)
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Using that py, ϕ are relativistic invariants we can write the following system

py = p sin θ sinϕ = p? sin θ? cosϕ?

pz = p cos θ = γ (βE? + p? cos θ?)
(G.92)

Which, solving for θ gives

py
pz

= tan θ =
sin θ?

γ (βE? + p? cos θ?)
(G.93)

Rewriting the denominator we get

tan θ =
sin θ?

γ0

(
β0

E?

p? − cos θ?
) =

sin θ?

γ0

(
β0

β? − cos θ?
) = (G.94)

Where we defined the boost of the center of mass with respect to the ? energy-momentum
as follows

β? =
p?

E?
(G.95)

From this it’s possible to define 3 major cases for the transformation of angles between the

lab and the ? system after a collision.
1) β > β?

If β > β? we have
β

β?
− cos θ? > 0

Which implies that ∀θ? ∈ [0, π], θ ∈ [0, π/2].
This means that the particle after the collision, in the lab system will be observed as moving

forwards with a flight angle θ between 0, π/2 with respect to the initial motion.
Since also θ = 0 for θ? = 0, π, we have that there must exist a maximum flight angle
θmax < π/2.
Deriving the previous equation with respect to θ? we get

d tan θ

dθ?
=

1 + β
β? cos θ?(

β
β? − cos θ?

)2 = 0

Which gives

cos θ?max = −β
?

β
(G.96)

Shoving it back into the equation for the tangent, we have

tan θmax =
β?

γ
√
β2 − (β?)2

(G.97)
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Using γE? + βγp? cos θ? = E we also have

E(θmax) = γ (E? − β?p?) = γ

(
m2 − (p?)2

E?

)
= γ

m2

E?
= m

γ

γ?
(G.98)

Where we defined

γ? =
1√

1− (β?)2
=

m

E?
(G.99)

2) β < β?

In this case the velocity of the particle in the lab system can stop the center of mass, giving

θ ≥ π/2. Note that there is no maximum angle since the derivative of the tangent is always
positive.

3) β = β?

In this case cos θ? = −1 and it corresponds to a single possible angle θ = π/2. Here the
particle moves opposite to the center of mass (θ? = π), while in the lab it’s at rest.

§ G.12 Decays and Threshold Energy

Consider now a particle colliding with a target at rest, such that after the collision n particles
are produced.

Definition G.12.1 (Threshold Energy). The «threshold energy» of the reaction is defined

as the minimal kinetic energy Tth that the projectile needs in order to produce all the n
particles at rest in the ? system.

In order to find this Tth we have that the invariant mass in the final state is

√
s =

n∑
f=1

(
T ?
f +mf

)
(G.100)

Whereas in the initial state

s = (Ei +mT )
2 − pipi = 2mTEi + E2

i +m2
p (G.101)

Where mT is the mass of the target and mp is the mass of the projectile.

Writing Ti = (γ − 1)Ei = Ei −mi We can rewrite the invariant mass before the collision as

follows

s = 2mTTi + 2mTmi + (m2
i +m2

T )

Which gives √
s =

√
2mTTi + (mi +mT )2 (G.102)

Equating
√
s before and after the collision (it’s a relativistic invariant) we have the following

equality  n∑
f=1

(
T ?
f +mf

)2

= 2mTTi + (mi +mT )
2 (G.103)
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Solving for Ti we get

Ti =

(∑n
f=1(T

?
f +mf )

)2
− (mi +mT )

2

2mT
(G.104)

Setting T ?
f = 0 we find the value of Ti such that the particles are produced at rest in the

center of mass, i.e. the threshold energy for the reaction.

Tth =

(∑n
f=1mf

)2
− (mi +mT )

2

2mT
(G.105)

Note that if Ti < Tth the reaction is kinematically impossible.

§ G.13 Elastic Scattering

In the event of elastic scattering between particles, the classical conservation of energy and

momentum in special relativity translattes into the conservation of the 4-momentum, i.e.

pµ1 + pµ2 = pµ
′

1 + pµ
′

2 (G.106)

Consider now the scattering between an electron e− and the nucleus of an atom A. We
have that if in the lab A is at rest, we can write

pµ
e− =

(
Ee− , p

i
e−
)
, pµA = (M, 0) (G.107)

After the collision we get

pµ
′

e− =
(
E′

e− , p
i′

e−

)
, pµ

′

A =
(
EA, p

i′
A

)
(G.108)

We must have Pµ = Pµ′
, therefore, using PµPµ = Pµ?

Pµ? we have

PµPµ = pµ
e−p

e−
µ + pµAp

A
µ + 2pµAp

e−
µ = m2

e− +M2 + 2pµ
′

e−p
e−
µ′ (G.109)

Note that experimentally only the electron gets measured after the scattering, therefore it’s

convenient to write the following

pµ
′

A = pµ
e− + pµA − p

µ′

e−

Therefore

pµ
e−p

A
µ = pµ

′

e−

(
pe

−
µ + pAµ − pe

−
µ′

)
= pµ

′

e−p
e−
µ + pµ

′

e−p
A
µ −m2

e−

In the lab system we have that the previous equation becomes

Ee−M = E′
e−Ee− + E′

e−M −m
2
e− − p

i′

e−p
e−
i

If the electron is ultrarelativistic we have

EM = E′E + E′M − pp′ cos θ=⇒E′ =
E

1 + E
M (1− cos θ)

(G.110)

Where θ is the final scattering angle
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§ G.14 N-body Decays

Consider a particle of mass M decaying in n particles with masses mi. Considering the

reference system whereM is at rest, we can say using the conservation of energy, that

M =
√
s

n∑
i=1

E?
i =

n∑
i=1

√
(p?i )

2 +m2
i ≥

n∑
i=1

mi (G.111)

Note that this defines also a threshold energy for the decay

M ≥
n∑

i=1

mi

Consider now, without loss of generality, a 2 particle decay a→ b+ c. We have

M =
√
s = E?

b + E?
c

p?c = p?b
(G.112)

Using (G.111) we have that

M =
√
p2 +m2

a +
√
p2 +m2

b

Therefore, juggling a bit with the equation, we end up with

M2 +m2
b −m2

c = 2M
√
(p?)2 +m2

b

M4 + (m2
b −m2

c) + 2M2(m2
b −m2

c) = 4M2
(
(p?)2 +m2

b

)
Solving for p? we get

p? =
1

2M

√
M4 + (m2

b −m2
c)

2 − 2M2(m2
b +m2

c) (G.113)

Using the dispersion relation for E? we get

E?
b =

M2 + (m2
b −m2

c)

2M
(G.114)

And using
√
s =M , we have

E?
b =

s+m2
b −m2

c

2
√
s

(G.115)

The calculation is completely analogous for E?
c , and we get

E?
c =

s−m2
b −m2

c

2
√
s

(G.116)
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It’s obvious that this decay has only one possible decay energy, and hence it’s called

«monoenergetic». This is not true for decays with n ≥ 2.
In the ? system the decay is isotropic due to the conservation of 3-momentum, but the
direction of one particle with respect to the other is fixed, where

p?b = −p?c=⇒θ?bc = π

In this case ? coincides with the lab system, therefore θbc = π.
Consider now another case, where the particle decays in flight, with β 6= 0. In this case the
angle measured in the lab system will be obviously different from the one in the ? system.
Using what we got before for defining β, β?, γ using momentum and energy, we have our
usual transformation of angles for the first particle at θ? and the second at π − θ?

tan θbc =
sin θ?

γa
(
βaβ?bc ± cos θ?

) (G.117)

In general, with n particles, we have three cases
1) βa > βi
In the lab system the i-th child particle is emitted forwards, with a maximum angle θmax <
π/2, corresponding to the angle θ?i = arccos (−β/β?i )
2) βa < βi
The i-th child particle is emitted forwards in the lab system if and only if cos θ?i > −βa/β?i .
At that value the particle gets emitted at θi = π/2, while if cos(θ?i ) < −βa/β?i it gets emitted
backwards.
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